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Abstract

Deep reinforcement learning (DRL) has been studied in a variety of challenging decision-making tasks, e.g., autonomous driving. However, DRL typically suffers from the action shaking problem, which means that agents can select actions with big difference even though states only slightly differ. One of the crucial reasons for this issue is the inappropriate design of the reward in DRL. In this paper, to address this issue, we propose a novel way to incorporate the smoothness of actions in the reward. Specifically, we introduce sub-rewards and add multiple constraints related to these sub-rewards. In addition, we propose a multi-constraint proximal policy optimization (MCPO) method to solve the multi-constraint DRL problem. Extensive simulation results show that the proposed MCPO method has better action smoothness compared with the traditional proportional-integral-differential (PID) and mainstream DRL algorithms. The video is available at https://youtu.be/F2jpaSm7YOg.

1 Introduction

Deep reinforcement learning (DRL) has been widely recognized as a promising way to learn optimal policies in a wide range of practical decision-making tasks, e.g., autonomous driving. However, DRL typically suffers from the action shaking problem, which means that agents can select actions with big difference even though states only slightly differ. One of the crucial reasons for this issue is the inappropriate design of the reward in DRL. In this paper, to address this issue, we propose a novel way to incorporate the smoothness of actions in the reward. Specifically, we introduce sub-rewards and add multiple constraints related to these sub-rewards. In addition, we propose a multi-constraint proximal policy optimization (MCPO) method to solve the multi-constraint DRL problem. Extensive simulation results show that the proposed MCPO method has better action smoothness compared with the traditional proportional-integral-differential (PID) and mainstream DRL algorithms. The video is available at https://youtu.be/F2jpaSm7YOg.

Although some excellent works have studied the action shaking issue, most existing works focus on designing the action space of DRL to solve it. Consequently, the reward in DRL is largely ignored. However, the reward is a key factor that guides DRL agents to search the optimal policy. In addition, action smoothness metrics are often mutually exclusive with task rewards, so it is difficult to achieve the action smoothness objective and other objectives simultaneously.

To fill this gap, we propose a novel framework, multi-constraint deep reinforcement learning, to solve the action shaking problem. The main contributions of this paper are as follows:

\begin{itemize}
  \item We propose a novel way to incorporate the smoothness of actions in the reward of DRL. Specifically, we introduce sub-rewards and add multiple constraints related to these sub-rewards in DRL to improve the smoothness of
\end{itemize}
continuous motions.
- We propose a multi-constraint proximal policy optimization (MCPPO) method to solve the multi-constraint DRL problem.
- Extensive simulation results in a wide range of autonomous driving tasks show that our proposed approach can achieve better action smoothness compared with the traditional proportional-integral-differential (PID) and mainstream DRL algorithms.

2 Background and Related Work
In this section, we introduce constrained Markov decision process, followed by constrained reinforcement learning.

2.1 Constrained Markov Decision Process
Constrained Markov decision process (CMDP) [Altman, 1999] extends MDP [Sutton and Barto, 1998] to incorporate constraints into DRL. We define CMDP as the tuple $(S, A, R, C, d, P, \rho_0, \gamma, H)$ where $S$ is the state space, $A$ is the action space, $R : S \times A \times S \rightarrow \mathbb{R}$ is the reward function, $C^i : S \times A \times S \rightarrow \mathbb{R}_{\leq 0}$ is a set of cost functions $C^i$, $\mathcal{P} : S \times A \times S \rightarrow \mathbb{R}_{[0,1]}$ is the state transition probability distribution, $\rho_0 : S \rightarrow \mathbb{R}_{[0,1]}$ is the initial state distribution, $\gamma$ is the discount factor vector for reward and costs that we assume $\gamma \in \mathbb{R}_{[0,1]}^{\mid C \mid}$ and $H$ is the episode horizon. The agent interacts with the CMDP at discrete timesteps by performing its policy $\pi : S \times A \rightarrow \mathbb{R}_{[0,1]}$, generating a trajectory of states and actions, $\tau = (s_0, a_0, s_1, a_1, \ldots, s_H, a_H)$, where $s_0 \sim \rho(s)$, $a_t \sim \pi_t(s_t)$ and $s_{t+1} \sim \mathcal{P}(\cdot|s_t, a_t)$. The objective of a constrained reinforcement learning agent is to find a policy that maximizes the expected cumulative reward, denoted by

$$J^R(\pi) = \mathbb{E}_{\tau \sim \rho_\pi} \left[ \sum_{t=0}^{H} (\gamma^t) R(s_t, a_t, s_{t+1}) \right].$$ (1)

Moreover, there is a constraint for every cost function $C^i$,

$$J^C^i(\pi) = \mathbb{E}_{\tau \sim \rho_\pi} \left[ \sum_{t=0}^{H} (\gamma^{t+1}) C^i(s_t, a_t, s_{t+1}) \right] \leq d^i,$$ (2)

where $\rho_\pi$ is the state-action marginals of the trajectory distribution induced by policy $\pi$, and $d^i$ is the desired threshold used to constrain the cumulative discount cost. Hence, the optimal policy in CMDP is

$$\pi^* = \arg\max_{\pi} J^R(\pi)$$

s.t. $J^C(\pi) \leq d$. (3)

2.2 Constrained Reinforcement Learning
Constrained RL solves the CMDP problem by the Lagrange multiplier method [Chow et al., 2017; Tessler et al., 2019]. In the Lagrange multiplier method, CMDP is converted into an equivalent unconstrained problem. In addition to the objective, a penalty term is added for infeasibility, thus making infeasible solutions sub-optimal. Given CMDP in Eq.(3), the unconstrained problem is

$$\min_{\pi \in \mathcal{P}} \max_{\lambda \in \mathbb{R}_{\geq 0}^{\mid C \mid}} (J^R(\pi) - \lambda (J^C(\pi) - d)),$$ (4)

where $\lambda \in \mathbb{R}_{\geq 0}^{\mid C \mid}$ is the Lagrange multiplier vector. Eq.(4) is usually solved by the primal-dual algorithms [Boyd and Vandenberghe, 2014; Chow et al., 2017; Tessler et al., 2019; Achiam et al., 2017]. The primal problem is denoted by

$$P^* : \pi^* = \arg\max_{\pi} L(\pi, \lambda).$$ (5)

And the dual problem is denoted by

$$D^* : \lambda^* = \arg\min_{\lambda \in \mathbb{R}_{\geq 0}^{\mid C \mid}} L(\pi^*, \lambda).$$ (6)

Some works of CRL focus on how to optimize the dual variables ($\lambda$) to satisfy cost constraint during policy learning, such as constrained policy optimization (CPO) [Achiam et al., 2017], the PID Lagrangian method [Stooke et al., 2020], projection-based constrained policy optimization (PCPO) [Yang et al., 2020], etc. And these constraints are usually related to safety. The main differences in our work are that our method is committed to solve the multi-constraint RL problems. This can be explained in two specific ways. Firstly, we use cost constraints to define the problem objectives to search policy close to our expectations without requiring constraint satisfaction in the training process. Secondly, our experiments validate the effectiveness of our approach to solving multi-constraint reinforcement learning problems in the autonomous driving control tasks, while most existing works are based on experiments with single-constraint setting of cost or sum of costs.

Patermain’s work [Patermain et al., 2019] proves that the problems in Eq.(4) have zero duality gap $\Delta = D^* - P^* = 0$ under Slater’s conditions. We note that the satisfiability of Slater’s conditions is highly dependent on our constraint settings. Convergence proofs have relied upon updating the multiplier more slowly than the policy parameters [Tessler et al., 2019], implying many constraint-violating policy iterations may occur before the penalty comes into full effect. And Tessler’s work [Tessler et al., 2019] introduces the fixed Lagrangian multipliers to guide the policy, which is useful for multi-constraint RL problems. However, constraint satisfaction is required during training in the above work. By contrast, we do Lagrange multipliers adaption during training.

3 Problem Formulation
In this section, we introduce CMDP formulation of an autonomous driving smoothness control problem, including state space, action space, reward function and constraints. Autonomous driving tasks occur in environments that require artificial rewards (no nature reward $r^f = 0$). Figure 1 reveals the insertion points of the reward and constraint design during the interaction of an agent with its environment.

3.1 State Space and Action Space
The autonomous driving control task is to control the ego vehicle to drive smoothly under different road conditions. The
3.2 Reward

Reward design is critical, and it directly affects the direction of policy optimization. A trained DRL agent reaches return convergence, but sometimes the policy does not perform as we expect, usually due to a reward design that does not accurately reflect our objective.

For the problem of autonomous driving control, we provide the following reward design

\[ R = R^t + R^s + R^a + R^c, \]  

where \( R^t \) is the task reward, \( R^s \) is the safety reward, \( R^a \) is the reward of action magnitude and \( R_c \) is the comfort reward. \( R^t \) and \( R^s \) are defined separately for task and safety objectives, which are necessary rewards for autonomous driving, and are described in Appendix A.3. But both of them have no explicit incentive to have action smoothly, even reward hacking [Amodei et al., 2016] for sacrificing smoothness for higher reward. The action smoothness should be considered from at least two aspects: action magnitude and comfort. It is not enough to consider only one. Although there is a correlation between action magnitude and comfort, there are cases where the ego vehicle is subjected to small forces but large action magnitude.

The reward of action magnitude has both longitudinal control (\( a^0 \)) and lateral control (\( a^1 \)) parts

\[ R^a_i = \alpha_4 R^a_0 + \alpha_5 R^a_1. \]  

At time step \( t \), the reward of the \( d \)th dimension action component magnitude \( R^a_{id} \) is

\[ R^a_{id} = \sum_{i=t-[\frac{H_d}{dt}]}^{t} \text{clip}(\text{sign}(a^d_{i-1} - a^d_i), -1, 0)(a^d_{i-1} - a^d_i)^2, \]  

where \( H_d \) is a list of historical actions of a certain length. The effect in Eq.(9) is to penalize the action shaking. The comfort reward \( R^c \) is related to acceleration and jerk, both of which have longitudinal control and lateral control parts

\[ R^c_i = \alpha_6 R^{acc,0}_i + \alpha_7 R^{acc,1} + \alpha_8 R^{jerk}_i + \alpha_9 R^1_i. \]  

At time step \( t \), the acceleration reward for the \( d \)th dimension action is

\[ R^{acc, d}_i = -\frac{\Delta t}{g} \sum_{i=t-\text{int}(\frac{1}{\Delta t})}^{t} |acc^d_i|^{\beta}, \]  

and the jerk reward for the \( d \)th dimension action is

\[ R^{jerk}_{id} = -\frac{\Delta t}{g} \sum_{i=t-\text{int}(\frac{1}{\Delta t})}^{t} |acc^d_i - acc^d_{i-1}|^{\beta}, \]  

where \( \Delta t \) is the decision interval, \( g \) is the gravitational acceleration (9.8 m/s\(^2\)), \( acc^d_i \) is the acceleration of the \( d \)th action dimension at time step \( i \) and \( \beta = 2 \) is a hyperparameter. Jerk indicates the degree of acceleration change. The role of acceleration and jerk rewards are to penalize the degree of force on the ego vehicle. The less the vehicle is subjected to lateral and longitudinal forces during driving, the better its comfort.

3.3 Constraints

Rather than iteratively adjusting the reward weights, we choose to add constraints to replace the reward weighting adjustment. The reason is that some sub-rewards are related to constrained objectives. Given an example about keeping lane reward in our problem, we want the ego vehicle to drive within the lane, not strictly in the centerline of the lane. More generally, for example, limiting collisions of an agent, limiting the times of an agent can do certain actions, etc. Generally, it is easy to find the constraints, but it is difficult to adjust the weights of the rewards about the constraints. So, it may be a more reasonable way to leave the weight adjustment to the algorithm by constructing constraints directly for the problem. Constrained RL can adaptively adjust the value between various costs and reward thus avoiding the work of adjusting weights.

In our problem, we establish three constraints, including action magnitude, comfort and safety. Each constraint is

\[ J^{C_i}(\pi) = \mathbb{E}_{\tau \sim \pi} \left[ \frac{1}{H} \sum_{i=0}^{H} C_i \right] \leq d^i, \]  

which denotes that the average of every cost in \( C \) is constrained by threshold \( d = [0.05, 0.02, 0.12] \). We use Eq.(13) to replace Eq.(2) because it is difficult to determine the threshold of the cumulative discounted cost in our problem considering the impact of the episode horizon \( H \). The smoothness of lateral action is important for autonomous driving, and its shaking is amplified with increasing longitudinal speed. So, the first cost \( C^1_i = \frac{1}{|H_d|} \sum_{i=-[H_d]}^{t} (a^1_{i-1} - a^1_i)^2 \) is about lateral action magnitude, the second cost \( C^2_i = -R^{acc,0}_i \) is about lateral acceleration. In addition, we design the third cost \( C^3_i = -R^{jerk}_i \) to prevent vehicles from off the lane.

---

1https://github.com/GyChou/mcppoElegantRLforCarla.
4 Multi-constraint Proximal Policy Optimization

In this section, we describe multi-constraint proximal policy optimization (MCPPO) to solve the multi-constraint RL problem in Section 3. Compared with standard PPO, MCPPO has three changes: 1) MCPPO adds several critic networks for estimating cost values, 2) MCPPO optimizes policy optimization with reward and costs advantage, 3) and MCPPO optimizes the Lagrange multipliers $\lambda$ to trade-off reward and costs values. Figure 2 shows the network policies of MCPPO, which is trained by the prime-dual method, including finding optimal policy parameters to solve the primal problem and finding optimal Lagrange multipliers to solve the dual problem.

4.1 Solve the Primal Problem

For balancing improvements between different directions based on rewards and multi-cost, we propose a re-scaled objective for solving the primal problem in Eq.(5):

$$\theta_{new}^\pi = \max_{\theta^\pi} \mathbb{E}_{\tau \sim P_{\theta^\pi}} \frac{E_{\tau} \cdot w \cdot J^R(\theta^\pi) - \sum_{i=1}^{C} \lambda^i J^C_i(\theta^\pi)}{w + \text{sum}(\lambda)},$$

where $w = \max\{1, 2 \cdot \text{sum}(\lambda)\}$ is a design with weight adaption to reducelarge change in parameters $\theta^\pi$ when $\lambda$ is large. We use the PPO [Schulman et al., 2017] clipped surrogate objective to maximize the advantage of reward and minimize the advantage of costs. We prefer samples with a small reward advantage

$$J^R(\theta^\pi) = \min(\text{clip}(r(\theta^\pi), 1-\epsilon, 1+\epsilon) \Delta_i^0, r(\theta^\pi) \bar{A}_i^0),$$

which contributes to the stable improvement of policy reward. And we choose samples with larger costs advantage to stably reduce the policy costs, denoted by

$$J^C_i(\theta^\pi) = \max(\text{clip}(r(\theta^\pi), 1-\epsilon, 1+\epsilon) \Delta_i, r(\theta^\pi) \bar{A}_i),$$

where $\bar{A}_i$ is the vector of advantage estimation about the reward and costs, $\Delta_i^0$ is about the reward and $\Delta_i^{1:|C|}$ is about the costs. GAE [Schulman et al., 2016] is used to calculate the advantage vector $\bar{A}$ by

$$\bar{A}_i = \sum_{l=t}^{H} \gamma \sum_{i=1}^{C} \lambda \Delta_i^{GAE}(M_l) + \gamma \Delta_i^{V}(s_{t+1}) - \Delta_i^{V}(s_t).$$

where $M_l = [R_l, \Delta_i^{C_l}, \Delta_{i+1}^{C_l}, \ldots, \Delta_{C_l}^{C_l}]$ is a vector concatenated by reward and costs, and $V_{\pi}(s_t)$ is the value function about reward and costs. Loss function of reward and costs value prediction is calculated by $\text{SmoothL1Loss}$ [Girshick, 2015]:

$$LV = \sum_{i=0}^{|C|} \left(\text{SmoothL1}(V_{\pi}^{s_{t}}(s_t), \sum_{l=t}^{H} (\gamma^l)^{1-l} M_l)\right).$$

Eq.(16) is also suitable for the performance of average cost Eq.(13). It is because the objective in primal problems has been simplified to minimizing the performance about costs, and the optimization direction of minimizing the cumulative discounted cost is the same as that of the average cost. However, the gap between the altered primal problem and the original dual problem needs to be proved.

4.2 Solve the Dual Problem

In solving the dual problem, Lagrangian relaxation techniques are used to process inequality constraints, such as Eq.(2), which is difficult for adjusting reward weights. The objective of the dual problem is

$$\lambda^* = \arg\min_{\lambda \in \mathbb{R}^{|C|}} \lambda (J^C - d)_+. \quad (19)$$

We can tolerate actions that have a small cost but not enough to violate the constraint, and it is difficult for reward design that inevitably is strapped in weighting between sub-rewards. About solving the dual problems in Eq.(19), Stooke’s work [Stooke et al., 2020] shows that PID control update can stably improve gradient descent on Lagrange multipliers $\lambda$ thus avoiding the negative impact of unstable training of $\lambda$ on policy optimization. PID control updates $\lambda$ as follows

$$\lambda_{k+1} \leftarrow (K_p (J^C - d) + (\lambda_k + K_i (J^C - d))_+ + K_d (J^C - J^C_p)_+)_+,$$

where $J^C$ is the performance of average costs for the current iteration, $J^C_p$ is that for the last iteration, $K_p$ are coefficients of the proportional term, $K_i$ are coefficients of the integral term, $K_d$ are coefficients of the derivative term. And the above three variables have the same size as the number of constraints $|C|$. Integral control is equivalent to gradient descent update, which remains necessary for eliminating steady-state violations at convergence. Proportional control hastens the response to constraint violations and dampens oscillations. Derivative control allows action to be taken in the event of a constraint violation, which prevents cost overshoot and limits the rate of cost increase in the feasible region. The derivative term is projected as $(\cdot)_+$ so that it acts against increases in cost but does not impede decreases.

Finally, please refer to Appendix B for the details of the MCPPO pseudo-code.

5 Simulation Results and Discussions

In this section, we first provide the environments, followed by the simulation results. Then, we discuss the robustness of the decision interval.
5.1 Setups

Environments. We design three autonomous driving control scenarios for empirical study shown in Figure 3. Town07_V1 is a mountain road with continuous curves on an uneven tarmac surface. Town07_V2 is based on the Town07_V1 expansion of the country roads with sharp turns, roundabouts, turns, etc., more challenging. Town03_V1 is an urban road that contains intersections, roundabouts, forks, turns, lane changes, etc. All environmental details are provided in Appendix A.

Benchmark Approaches. We compare with benchmark algorithms, PID control and mainstream DRL algorithms (mainstream DRLs) such as D3QN [Wang et al., 2016], PPO [Engstrom et al., 2020], SAC [Haarnoja et al., 2018]. PID control is provided by CARLA [Dosovitskiy et al., 2017]. Mainstream DRLs are our implementation based on ElegantRL [Liu et al., 2021]. All DRLs’ hyperparameters are provided in Appendix C.1.

Training and Evaluation Setting. We select Top5 policies in return performance during each DRL training, with each performing $M_{ep} = 8$ evaluation rollouts with some other seed every 4000 interaction steps. We consider the return and costs above thresholds to select the Top5 policies of MCPPO.

$$G_{CRL} = \sum_{t=0}^{H} R_t - \sum_{i=1}^{[t]} \sum_{t=0}^{H} (C_i - d_i)^+. \tag{21}$$

The decision interval $\Delta t$ is 0.2s during training, but $\Delta t$ is 0.05s and $H$ expanded 4 times during evaluation, which is for comparison with PID controllers.

Evaluation Metrics. In our evaluation, we focus the performance on real metrics of DRL policies in autonomous driving tasks, in addition to return performance. This is because the challenge of designing action-smoothing rewards results in rewards that fail to evaluate action smoothness. The evaluation of action smoothness includes evaluation of action magnitude $M_s$ and comfort metric $M_c$. A smaller $M_s$ and a larger $M_c$ indicate better action smoothness.

- $M_s = \frac{1}{M_{ep}} \sum_{t=1}^{M_{ep}} \int_0^T \Delta steer. \Delta steer \in (0, 0.6)$ reflects the magnitude in the steering angle of the ego vehicle front wheels.

$$M_c = \frac{1}{M_{ep}} \sum_{i=1}^{M_{ep}} \int_0^T \frac{1}{1 + \varepsilon_c \alpha \|\alpha\| + \varepsilon_a \|\alpha\| + \varepsilon_f \|\alpha\|} \cdot M_c \in (0, 1)^N$$

The return of D3QN, too low in Town07_V2, indicates that the policies don’t control the ego vehicle properly, so it’s meaningless to evaluate the action smoothness about D3QN.

Table 1: Action smoothness and average return performance of PID, mainstream DRLs and MCPPO in our three autonomous driving environments.

<table>
<thead>
<tr>
<th>Env</th>
<th>Algo</th>
<th>Action Smoothness</th>
<th>Return</th>
</tr>
</thead>
<tbody>
<tr>
<td>Town07</td>
<td>PID</td>
<td>$M_s$</td>
<td>$M_c$</td>
</tr>
<tr>
<td>maintain</td>
<td></td>
<td>0.0062 ± 0.0008</td>
<td>0.6550 ± 0.0008</td>
</tr>
<tr>
<td>Road_V1</td>
<td>D3QN</td>
<td>0.0867 ± 0.0008</td>
<td>0.71 (± 0.0160)</td>
</tr>
<tr>
<td></td>
<td>PPO</td>
<td>0.0115 ± 0.0007</td>
<td>0.7110 ± 0.0013</td>
</tr>
<tr>
<td></td>
<td>SAC</td>
<td>0.0072 ± 0.0004</td>
<td>0.6866 ± 0.0051</td>
</tr>
<tr>
<td></td>
<td>MCPPO</td>
<td>0.0035 ± 0.0007</td>
<td>0.7530 ± 0.0054</td>
</tr>
<tr>
<td>Town07</td>
<td>PID</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>maintain</td>
<td>D3QN</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Road_V2</td>
<td>PPO</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SAC</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>MCPPO</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

5.2 Results

Training Mainstream DRLs. For the above three environments (Town07_V1, Town07_V2 and Town03_V1), we train driving policies by D3QN, PPO, SAC and MCPPO. Appendix C.2 provided the return performance of each DRL training process. Appendix C.3 provided the Lagrangian multipliers trends and cost curves of the MCPPO training process. In addition, the experiment in Appendix C.3 shows that reward weight adaption in Eq.(14) is valid.

Comparing MCPPO with PID and Mainstream DRL algorithms. Top5 policies of mainstream DRLs are selected by return performance, and those of MCPPO are selected by Eq.(21). The target speed of the PID controller is set equal to the desired speed of DRL algorithms. Table 1 summarizes the performance of the Top5 policies of each DRL in three environments. We have three observations. (a) In terms of action magnitude, MCPPO is overall better than PID and mainstream DRLs. In details, MCPPO improves by 18.61% compared with PID on average of three environments, and improves by 57.71% compared with SAC, which has the best performance in mainstream DRLs. Mainstream DRL algorithms are overall poor than PID. (b) In terms of comfort, MCPPO is overall better than PID and mainstream DRLs, and mainstream DRLs are overall better than PID. Compared to PPO, having the best performance in mainstream DRLs, MCPPO improves 7.13% on average. (c) Under the condition that the return performance is close, MCPPO is significantly better than PID and mainstream DRLs in terms of action smoothness.

Figure 4 compares the action smoothness of DRL’s policies with PID controllers at [8, 11]m/s in environment Town07_V1. Only MCPPO policies have better action magnitude and comfort than PID controllers, while mainstream DRLs have better comfort but smaller action magnitude than
Figure 4: Action smoothness comparison of our MCPPO and mainstream DRLs with PID controllers at different target speeds in Town07_V1. In (a), the performances of D3QN policies are $\Delta \text{Steer} > 0.025$.

(a) Action magnitude  
(b) Comfort

Figure 5: Detailed performance in Town07_V1. Each horizontal line interval is the smallest amplitude in PID PPO and MCPPO.

(a) Lateral metrics  
(b) Longitudinal metrics

Performance on lateral metrics. Figure 5(a) shows that PID, PPO and MCPPO have similar curves in the four lateral metrics (i.e., action magnitude, velocity, acceleration and jerk), and the phase difference is due to the difference in longitudinal velocity. The constraints in Eq.(13) have a limited effect on amplitudes on lateral metrics. MCPPO has the smallest amplitudes on the four lateral metrics, and PPO has smaller amplitudes than PID in acceleration and jerk, but is closer to PID in speed. This further illustrates the importance of our constraint design about lateral metrics, which effectively enhances the smoothness of the lateral action.

Figure 6: PPO and our MCPPO perform on longitudinal velocity, lateral action magnitude and comfort, which are evaluated in 10 times of the Town07_01 task under different disturbance intensity $\sigma$.

(a) Speed  
(b) Action magnitude  
(c) Comfort

Performance on longitudinal metrics. Figure 5(b) shows that the curves of PID, PPO and MCPPO are in the four longitudinal metrics. There is no constraint of longitudinal metrics. MCPPO are better than PPO overall, of which the longitudinal speed changes are smoother, due to the lateral and longitudinal coupling. PID is the most smooth one in terms of speed and action magnitude, but has a little more volatility in acceleration and jerk. Note that MCPPO and PPO are faster to start compared with PID. This further indicates that our constraints for lateral control have some positive effects on longitudinal control in terms of action smoothness.

5.4 Robustness of Decision Interval

In this section, we discuss the advantages of DRLs in terms of the decision interval $\Delta t$. PID controllers are sensitive to $\Delta t$, and a slight disturbance in $\Delta t$ can cause PID crash. But we find DRLs have excellent robustness in the decision interval $\Delta t$. We set the decision interval $\Delta t = 0.05 + \text{noise}$ and a disturbance noise $\sim \text{clip}(N(0.05, \sigma), 0.05, 0.2)$ where $\sigma$ is disturbance intensity, for evaluating the performance of PPO and MCPPO against different intensity of $\Delta t$ disturbance. Figure 6 shows that as the disturbance increases, policies of PPO and MCPPO drive normally, with only a slight decrease in performance in terms of speed and action smoothness, which is much more robust compared with the collapse of PID.

6 Conclusions and Future Work

In this paper, we have proposed a novel way to incorporate the smoothness of actions in the reward of DRL. Specifically, we introduced sub-rewards and added multiple constraints related to these sub-rewards in DRL to improve the smoothness of continuous motions. For solving the multi-constraint RL problems, we presented multi-constraint proximal policy optimization (MCPPO). Extensive simulation results in a wide range of autonomous driving tasks showed that our proposed MCPPO achieves substantial action smoothness improvement with little sacrifice in task performance, which is of great importance for real-world scenarios. We also found that DRLs are very robust against decision interval disturbance. Future work is in progress to apply and develop our approach to practical applications such as real-world self-driving cars, and to investigate the extension for off-policy algorithms.
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