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Abstract

Pretraining domain-specific language models remains an important challenge which limits their applicability in various areas such as agriculture. This paper investigates the effectiveness of leveraging food related text corpora (e.g., food and agricultural literature) in pretraining transformer-based language models. We evaluate our trained language model, called AgriBERT, on the task of semantic matching, i.e., establishing mapping between food descriptions and nutrition data, which is a long-standing challenge in the agricultural domain. In particular, we formulate the task as an answer selection problem, fine-tune the trained language model with the help of an external source of knowledge (e.g., FoodOn ontology), and establish a baseline for this task. The experimental results reveal that our language model substantially outperforms other language models and baselines in the task of matching food description and nutrition.

1 Introduction

United States Department of Agriculture (USDA) maintains a database called Food and Nutrient Database for Dietary Studies (FNDDS) which provides the nutrient values for foods and beverages reported in what is eaten in the US1. Additionally, household and retail scanner data on grocery purchases, such as the Nielsen data available through the Kilts Center for Marketing, have been extensively used in food policy research2. Merging these two databases, i.e., food description found in retail scanner data, to nutritional information database is of utmost importance. This linkage can capture the relationship between the retail food purchase and community health and also the difference between poor and non-poor diets across the whole diet spectrum, and thus it can impact future funding policies that can provide healthy food for low-income households.

In this work, we aim to develop and employ Natural Language Processing (NLP) techniques to find the best linkage between the two databases. A common approach to tackle this kind of problems is semantic matching, which is the task of determining whether two or more elements have similar meaning. Bi-encoders are the most common techniques for semantic matching. A bi-encoder inputs two strings and encodes them in the embedding space and in the final layer calculates the similarity in a supervised fashion. That is why word embedding techniques are a good candidate for this purpose. Word embeddings have been utilized extensively for the task of semantic matching [Kenter and De Rijke, 2015], but recent advancements in contextual word embeddings, in which each word is assigned a vector representation based on the context, have resulted in significant improvements in many NLP tasks, including semantic matching.

Transformer-based language models, e.g., BERT [Devlin et al., 2019], have been widely used in research and practice to study computational linguistics and they have shown superior performance in variety of applications including text classification [Jin et al., 2020], question answering [Yang et al., 2019], and many more. However, these models are not generalizable to every domain when used with their default objectives, i.e., pretrained on generic corpora such as Wikipedia. To address this issue, previous work has attempted to incorporate domain-specific knowledge into the language model by different strategies. One of the prominent approaches is in biomedical domain where a BERT-based language model is pretrained on a large corpus of biomedical literature called BioBERT [Lee et al., 2020]. Motivated by the impressive performance of BioBERT, we use a large corpus of agricultural literature to train a language model for agricultural applications from scratch. The trained model will be further fine-tuned by the downstream tasks.

Another method to incorporate domain knowledge into the language model is to use an external source of knowledge such as a knowledge graph (KG). Knowledge graphs are rich sources of information that are carefully curated around ob-
jects called entities and their relations. A basic building block of a KG is called a triplet which consists of two entities and a relation between the two. Previous work has attempted to inject triples into the sentences [Liu et al., 2020], however, injecting triples can introduce noise to the sentences which will mislead the underlying text encoder. To address this issue, we propose to add $n$ entities from an external knowledge source (i.e., a knowledge graph) based on similarity that can be obtained by various methods such as entity linking. This augments the semantic space but keeps the vocabularies within the domain. We show how changing $n$ can affect the performance of the downstream task, quantitatively and qualitatively.

Moreover, we propose to formulate the task of mapping retail scanner data (also known as Nielsen) to USDA description as an answer selection problem. Given a question and a set of candidate answers, answer selection is the task of identifying which of the candidates answers the question correctly. An answer selection model inputs a pair of question and answer and outputs a binary label (true or false), so it is a binary classification problem. Similarly, we can consider Nielsen product descriptions as the set of all questions and USDA descriptions as the set of all answers, and the goal is to find the best answer for each question. The difference is that in the original answer selection task, the number of answers is limited and usually unique to each question, however, in this setting there is a shared set of answers and its size is much larger. We use our pre-trained language model as the backbone for the answer selection component and we augment both questions and answers during fine-tuning using external knowledge to boost the performance. In summary, we make the following contributions in this paper.

- We collect a large-scale corpus of agricultural literature with more than 300 million tokens. This domain corpus has been instrumental to fine-tune generic BERT into AgriBERT.
- We propose a knowledge graph guided approach to augment the dataset for the answer selection component. We inject related entities to the sentences before the fine-tuning step.
- AgriBERT substantially outperforms existing language models on USDA datasets in the task answer selection. We plan to release our datasets and language models to the community upon publication.

The rest of the paper is organized as follows: in the next section we discuss related works in language modeling in specific domains, next in the Section 3.3 we describe our proposed approach to train a language model in agricultural domain and discuss how we inject external knowledge in the fine-tuning step. In Section 4.5 we introduce different datasets including our corpus for training a language model, the external sources of knowledge, and finally the food dataset to evaluate our language model. We conclude our paper in Section 5.

2 Related Works
2.1 Pre-trained Language Models

In NLP, pre-trained language models learn from large text corpora and build representations beneficial for downstream tasks. In recent years, there are two successive generations of language models. Earlier models, such as Skip-Gram [Mikolov et al., 2013] and GloVe [Pennington et al., 2014], primarily focus on learning word embeddings from statistical patterns, semantic similarities and syntactic relationships at the word level. With this first group of language embedding methods, polysemous words are mapped to the same representation, irregardless of word contexts. For example, the word “bear” in “I see a bear” and “Rising car sales bear witness to population increase in this area” will not be distinguishable in the vector space.

A later group of models, however, recognizes the importance of textual contexts and aims to learn context-dependent representations at the sentence level or higher. For example, CoVe [McCann et al., 2017] utilizes an LSTM model trained for machine translation to encode contextualized word vectors. Another popular model, Bidirectional Encoder Representations from Transformers (BERT) [Devlin et al., 2019] is based on bidirectional transformers and pre-trained with Masked Language Modeling (MLM) and Next Sentence Prediction (NSP) tasks, both ideal training tasks for learning effective contextual representations from unlabelled data. It delivers exceptional performance and can be easily fine-tuned for downstream tasks.

BERT has enjoyed wide acceptance from the NLP community and practitioners from other domains. In particular, domain experts can build domain-specific BERT models that cater to specific environments and task scenarios.

2.2 Domain Specific Language Models

BERT has become a fundamental building block for training task specific models. It can be further extended with domain specific pre-training to achieve additional gains over general domain models.

Prior work has shown that language models perform better when the source and target domains are highly relevant [Lee et al., 2020; Gu et al., 2021]. In other words, pre-training BERT models with in-domain corpora can significantly improve overall performance on a wide variety of downstream tasks [Gu et al., 2021].

There is also a correlation between a model’s performance and the extent of domain specific training [Gu et al., 2021]. In particular, Gu et al. [Gu et al., 2021] note that training models from scratch (i.e., not importing pre-trained weights from the original BERT model [Devlin et al., 2019] or any other existing BERT-based models) is more effective than simply fine-tuning an existing BERT model with domain specific data.

In this paper, agricultural text such as food-related research papers are considered in-domain while other sources such as Wikipedia and news corpus are regarded as out-domain or general domain. Our primary approach is in line with training-from-scratch with in-domain data.
2.3 Augmenting Pre-trained Language Models

Data augmentation refers to the practice of increasing training data size and diversity without collecting new data [Feng et al., 2021]. Data augmentation aims to address practical data challenges related to model training. It is applicable to scenarios such training with low-resource languages [Xia et al., 2019], rectifying class imbalance [Chawla et al., 2002], mitigating gender bias [Zhao et al., 2018], and few-shot learning [Wei et al., 2021].

Some data augmentation methods incorporate knowledge infusion. For example, Feng et al. [Feng et al., 2020] used WordNet [Miller, 1995] as the knowledge base to replace words with synonyms, hyponyms and hypernyms. Another study [Grundkiewicz et al., 2019] extracts confusion sets from the Aspell spellchecker to perform synthetic data generation in an effort to enhance the training data, which consists of erroneous sentences used for training a neural grammar correction model.

However, there is limited research on the efficacy of applying data augmentation to large pre-trained language models [Feng et al., 2021]. In fact, some data augmentation methods have been found to have limited benefit for large language models [Feng et al., 2021; Longpre et al., 2020]. For example, EDA [Wei and Zou, 2019], which consists of 4 operations (synonym replacement, random insertion, random swap and random deletion), provides minimal performance enhancement for BERT [Devlin et al., 2019] and RoBERTa.

Nonetheless, researchers [Feng et al., 2021] advocate for more work to explore scenarios in which data augmentation is effective for large pre-trained language models, because some studies [Shi et al., 2021] demonstrate results contrary to the claims of [Longpre et al., 2020].

In this study, we investigate the effectiveness of data augmentation with knowledge infusion and apply our method to the Answer Selection task scenario. We find that our method significantly improves semantic matching performance.

2.4 Answer Selection

Answer Selection refers to the task of finding the correct answer among a set of candidate answers for a specific question. For example, given the question “What is the capital of France?”, a solution to this task is required to select the correct answer among the following choices:

- A) Paris is the capital of France.
- B) Paris is the most populous city in France.
- C) London and Paris are financial hubs in Europe.

In this case, the first answer should be selected. It is clear that matching words or phrases is not sufficient for this task.

A common approach is to formulate this problem as a ranking problem such that candidate answers are assigned ranking scores based on their relevance to the question. Earlier work primarily relies on feature engineering and linguistic information [Yih et al., 2013]. However, the advance of deep learning introduces powerful models [Rücklé et al., 2019; Laskar et al., 2020] that outperform traditional methods without the need of manual efforts or feature engineering.

In this study, our goal is to establish valid mapping between food descriptions and nutrition data. We formulate this task as an Answer Selection problem and demonstrates the superiority of our method over baselines.

3 Methodology

3.1 Domain Specific Language Model

Training language models is a powerful tool for a variety of NLP applications, and when it comes to a particular task in a specific domain, it becomes more effective if the language model is trained on a corpora that contain large amount of text in that specific domain. Such practices exist in the literature in various domains, for instance BioBERT and FinBERT are successful examples of training a domain-specific language models in biomedical and financial domains, respectively. Building upon previous research and motivated by the lack of existing corpora or a pre-trained model in agricultural domain and because we are interested in a model that produces vocabulary and word embeddings better suited for this domain than the original BERT, we collect 46,446 articles related to food and agricultural that contain more than 300 million tokens and use it to train a BERT model from scratch (more details about the dataset are provided in Section 4.1).

This trained model can be used for various NLP applications in agricultural field. We adopt the standard procedure in training a language model which is masked language modeling. In Masked Language Modelling, a certain fraction of words in a given sentence are masked, and the model is expected to predict those masked words based on other words in that sentence. In this process it learns meaningful representation for each sentence.

3.2 Answer Selection Problem Definition

To evaluate the trained language model we require a downstream task in this specific domain. For instance most biomedical language models are evaluated on named entity recognition tasks on medical datasets. Due to the lack of benchmark NLP dataset in this domain, and since the semantic matching problem has practical values, we evaluate our model on this task. Semantic matching is a technique to determine whether two sentences have similar meaning. We
express the task at hand as an answer selection problem, we could assign all USDA descriptions (answers) to each Nielsen product description (question) and select $S$ random incorrect USDA description per product description as negative samples where $S << D$. In this case the size of extended dataset is $S \times D$. Table 1 provides an example of how we extend the dataset when $S = 2$.

3.3 Knowledge Infused Finetuning

As discussed in 2.4, there have been studies that successfully inject related information from an external source of knowledge to enhance the performance of the downstream task. For instance incorporating facts (i.e., a curated triple extracted from a knowledge graph in the form of (entity, relation, entity)) from knowledge graphs [Liu et al., 2020], or injecting refined entities extracted from text to a knowledge graph [Rezayi et al., 2021]. In our setting, since we are dealing with answer selection and the size of training set is small, we propose to append external knowledge to both questions and answers to enhance the performance of the answer selection module.

Finding relevant external knowledge can be fulfilled via different mechanisms such as entity linking, querying, calculating similarity, etc. In this paper we suggest to use entity linking and querying. In entity linking, all the named entities in a text are recognized and then linked to the entities of a knowledge graph which is an ideal solution for our case. However the downside of this approach is that both entity recognition and entity linking algorithms are commonly trained on general text corpora such as Wikipedia and in our case it is not of practical value if we use these tools without reconfiguring them for our purposes. Hence, we consider a domain-specific knowledge graph, e.g., FoodOn [Dooley and Griffiths, 2018] and we obtain new knowledge by querying it using the keywords in the text of question answer pairs. We simply append new entities to the end of questions or answers. More details about this knowledge graph will be provided in Section 4.1. Figure 1 illustrates our proposed framework.

4 Experiment

4.1 Datasets

We employ several datasets for training the language models, evaluating the trained language model, and augmenting the downstream dataset. In this section we briefly explain these datasets.

Language Training Datasets

Our main dataset is a collection of 46,446 food- and agricultural-related journal papers. We downloaded all published articles from 26 journals and converted the pdf files to text format for use in the masked language modeling task. We also cleaned the dataset by removing URLs, emails, references, and non-ASCII characters. In order to compare the contributions of different components of our model, we consider a secondary dataset for training (WikiText-103) that contains all articles extracted from Wikipedia. This datasets also retains numbers, case, and punctuation, which is similar to our dataset described above. The statistics of the two datasets is provided in Table 2. We also include Penn Treebank dataset [Marcus et al., 1994], which is another common dataset for the task of language modeling, as a reference.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Articles</th>
<th>Tokens</th>
<th>Words</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Penn Treebank</td>
<td>-</td>
<td>887,521</td>
<td>10,000</td>
<td>10MB</td>
</tr>
<tr>
<td>WikiText-103</td>
<td>28,475</td>
<td>103,227,021</td>
<td>267,735</td>
<td>0.5GB</td>
</tr>
<tr>
<td>Agriculture corpus</td>
<td>46,446</td>
<td>311,101,592</td>
<td>2,394,343</td>
<td>4.0GB</td>
</tr>
</tbody>
</table>

Table 2: Basic statistics of our dataset compared with two benchmark datasets in the standard language modeling field.
barcodes with the Food and Nutrient Database for Dietary Studies (FNDDS) food codes of high quality. The linked data set has UPC description for each product, and the corresponding FNDDS food code. In addition, the final data set has full information needed to construct diet quality indexes to evaluate the healthfulness of overall purchases.

**External Source of Knowledge**

We use FoodOn knowledge graph for the augmentation purposes. FoodOn is formatted in the form of OWL ontology. The OWL ontology provides a globally unique identifier (URI) for each term which is used for lookup services and facilitates the query processing system. Much of FoodOn’s core vocabulary comes from transforming LanguaL, a mature and popular food indexing thesaurus [Dooley and Griffiths, 2018]. That is why FoodOn is a unique and valuable resource for enhancing our language model.

### 4.2 Metrics

Since the output of the evaluation task on the answer selection dataset is a ranked list of answers per question, we require metrics that take into account the order of results. That is why we propose to use precision at 1 (P@1) and Mean Average Precision (MAP).

**Precision@1 or P@1.** We sort the selected answers based on final similarity score and we count how many times the top answer is correctly selected.

\[
P@1 = \sum_{i=1}^{\mid N \mid} 1 \text{ if } \text{rank}_{a_i} \text{ == 1}
\]

where N is the set of all questions.

**Mean Average Precision (MAP).** MAP measures the percentage of relevant selected answers. Given a ranked list of selected answers per question we mark them as relevant if they are correctly selected and calculate AP as follows:

\[
\text{AP} = \frac{1}{n} \sum_{i=1}^{n} (P(i) \times \text{rel}(k)),
\]

where n is the set of all selected answers, \( \text{rel}(k) \in \{0, 1\} \) indicates if the answer is relevant or not, and \( P(i) \) is the precision at \( i \) in the ranked list. Once we obtain AP for each question we can average across all questions to find MAP:

\[
\text{MAP} = \frac{1}{\mid N \mid} \sum_{q=1}^{\mid N \mid} \text{AP}(q),
\]

where N is the set of all questions.

### 4.3 Baselines

To perform ablation study and make sure that our dataset improves the performance of the downstream task and not using a pretrained model nor training from scratch, we consider following scenarios:

- \( k \text{NN} \): we compute the embeddings\(^3\) of the Nielsen product descriptions and USDA descriptions and for each vector belonging to the product description embedding space we find the most similar vector from the USDA description embedding space. This naive approach is effective if the number of unique USDA descriptions is small. However, this does not hold in our case.
- We use BERT without any modification as the underlying language model and use an existing answer selection technique to further fine-tune the model on the answer selection dataset.
- We consider BERT as the base language model and further train it with our own corpus. In this case the vocabularies of the final language model is the union of Wikipedia and our corpus. We employ the fine-tuned language model as the backbone of the answer selection tool and apply it on the unmodified answer selection dataset.
- We train a BERT model from scratch using masked language modeling technique on WikiText-103. We employ the fine-tuned language model as the backbone of the answer selection tool and apply it on the unmodified answer selection dataset.
- We train a BERT model from scratch to train a new language model using masked language modeling technique on our own dataset. We employ the fine-tuned language model as the backbone of the answer selection tool and apply it on the unmodified answer selection dataset.

For the trained language model we also consider a scenario where we use entity linking algorithm to find related entities from Wikidata and append them to question and answers. As discussed this approach introduces noise to the text and may harm the performance but we include it as a baseline for the sake of comparison with the case where we query the FoodOn knowledge graph to augment the text of questions and answers.

### 4.4 Experimental Settings

Once the extended dataset is generated we can apply any answer selection method on the dataset. There are a number of studies in the literature on this topic, including COALA [Rücklé et al., 2019], CETE [Laskar et al., 2020], MTQA [Deng et al., 2019], and many more, among which CETE is considered state-of-the-art in the answer selection task by the ACL community\(^4\). CETE implements a transformer-based encoder (e.g., BERT) to encode the question and answer pair into a single vector and calculates the probability that a pair of question/answer should match or not\(^5\).

For the entity linking process we use the implementation proposed by [Wu et al., 2020], called BLINK. BLINK is an entity linking python library that uses Wikipedia as the target knowledge base. Moreover to send in efficient SPARQL queries to FoodOn knowledge graph which is in the format of

---

\(^3\)We use sentence-transformer library for this task: https://github.com/UKPLab/sentence-transformers

\(^4\)Reported here: https://aclweb.org/aclwiki/Question_Answering_(State_of_the_art)

\(^5\)The code for this study is open source and available for public use: https://github.com/tahmedge/CETE-LREC
OWL ontology we use ROBOT which is a tool for working with Open Biomedical Ontologies\textsuperscript{6}. Additionally, we try to simulate a setting where the number of labeled training samples is small, thus we use 20\% of the dataset for training and the remaining 80\% for the test. We believe this is a more realistic scenarios in real world applications.

### 4.5 Results

As Table 4 presents, not surprisingly, the best performance is obtained when the language model is trained on the agricultural corpus. We summarize the main observations as follows: First the kNN performs surprisingly well compared to other complicated methods, in fact in terms of P@1 it surpasses methods that are trained with BERT and the answers are selected using state-of-the-art answer selection framework. Next, the best MAP score (MAP = 44.21\%) is obtained when the language model is trained with agricultural corpus from scratch, and any additional augmentation hurts the performance in terms of MAP. On the other hand, the model performance improves in terms of P@1 when incorporating external knowledge. More specifically, P@1 = 49.98\% when 5 new entities are added. This implies that by adding related external knowledge we can find the correct match roughly 50\% of the times but if the correct match is not at the top position they ranked very low, and hence the low MAP score.

Moreover, by comparing lines 5 and 9 we can see that the inclusion of external knowledge alone cannot improve the quality of language model in a domain specific task. We also investigate the number of external entities that we include in the text of questions and answers and as lines 9-10 of Table 4 demonstrates, increasing \( n \) decreases the MAP score and increases the P@1. This suggests that incorporating related entities from a relevant knowledge source helps to find the correct match in 50\% of the times but it misleads the answer selection module and rank the correct match lower that it drops the MAP score. Table 3 provides some examples of augmented sentences by Wikidata and FoodOn knowledge sources. As this table presents, linking the food description to Wikidata entities can easily go wrong, first three rows for instance, where the food descriptions are linked to brand names\textsuperscript{7}. However this does not happens in querying method, as the entities are purely food related. Additionally, FoodOn entities contain food-related adjectives such as frozen, creamy, etc. that help in matching the food descriptions to nutrition data.

### 5 Conclusion

In this paper we trained a language model called AgriBERT that will facilitate the NLP tasks in the food and agricultural domain. AgriBERT is a BERT model trained from scratch with a large corpus of academic journal in the field. To evaluate our language model we propose to solve the problem of semantic matching which aims at matching two databases of food description (Nielsen database and USDA database). We reformulate the problem as an answer selection task and use our language model as a backbone of a generic answer selection module to find the best match. Before feeding the pairs of questions and answers to the model we augmented them with external entities obtained from FoodOn knowledge graph, a domain-specific ontology in the field of food. We showed that inclusion of external knowledge can help boost the performance in terms of the more strict P@1 measure but it lowers the performance in terms of mean average precision. As a future direction, we plan to investigate more sophisticated approaches for incorporating external knowledge such as refining the knowledge before including it in the text.

### References


\textsuperscript{6}Find it here: https://github.com/ontodev/robot

\textsuperscript{7}https://en.wikipedia.org/wiki/Aunt_Jemima

---

**Table 3:** Examples to demonstrate the quality of added entities to the text of product descriptions. For Wikidata we use entity linking and bold numbers indicate the best performance. For FoodOn we use SPARQL to query the ontology and the first outcome is listed here.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>MAP</th>
<th>P@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agricultural Corpus</td>
<td>BERT\textsuperscript{p}</td>
<td>29.72</td>
<td>12.71</td>
</tr>
<tr>
<td></td>
<td>BERT\textsuperscript{+EL}</td>
<td>31.54</td>
<td>47.89</td>
</tr>
<tr>
<td></td>
<td>BERT\textsuperscript{+FoodOn (n=1)}</td>
<td>30.65</td>
<td>49.80</td>
</tr>
<tr>
<td></td>
<td>BERT\textsuperscript{+FoodOn (n=3)}</td>
<td>29.91</td>
<td>49.98</td>
</tr>
</tbody>
</table>

**Table 4:** Test performances of all models trained on all datasets for the task of answer selection. For kNN model we use sentence-transformers to compute embeddings. EL stands for Entity Linking and bold numbers indicate the best performance. BERT\textsuperscript{p} is a pre-trained BERT and BERT\textsuperscript{+} means training a BERT model from scratch.

<table>
<thead>
<tr>
<th>#</th>
<th>Training Dataset</th>
<th>Model</th>
<th>MAP</th>
<th>P@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>kNN</td>
<td>26.70</td>
<td>14.49</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>BERT\textsuperscript{p}</td>
<td>27.77</td>
<td>10.88</td>
</tr>
<tr>
<td>3</td>
<td>WikiText-103</td>
<td>BERT\textsuperscript{p}</td>
<td>28.03</td>
<td>11.12</td>
</tr>
<tr>
<td>4</td>
<td>WikiText-103</td>
<td>BERT\textsuperscript{+EL} (Wikidata)</td>
<td>27.36</td>
<td>10.09</td>
</tr>
<tr>
<td>5</td>
<td>WikiText-103</td>
<td>BERT\textsuperscript{+FoodOn (n=1)}</td>
<td>28.78</td>
<td>24.83</td>
</tr>
<tr>
<td>6</td>
<td>Agricultural Corpus</td>
<td>BERT\textsuperscript{p}</td>
<td>29.72</td>
<td>12.71</td>
</tr>
<tr>
<td>7</td>
<td>Agricultural Corpus</td>
<td>BERT\textsuperscript{+}</td>
<td>44.21</td>
<td>22.72</td>
</tr>
<tr>
<td>8</td>
<td>Agricultural Corpus</td>
<td>BERT\textsuperscript{+EL} (Wikidata)</td>
<td>42.33</td>
<td>21.52</td>
</tr>
<tr>
<td>9</td>
<td>Agricultural Corpus</td>
<td>BERT\textsuperscript{+FoodOn (n=1)}</td>
<td>31.54</td>
<td>47.89</td>
</tr>
<tr>
<td>10</td>
<td>Agricultural Corpus</td>
<td>BERT\textsuperscript{+FoodOn (n=3)}</td>
<td>30.65</td>
<td>49.80</td>
</tr>
<tr>
<td>11</td>
<td>Agricultural Corpus</td>
<td>BERT\textsuperscript{+FoodOn (n=5)}</td>
<td>29.91</td>
<td>49.98</td>
</tr>
</tbody>
</table>


