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Abstract

We describe the deep learning-based COVID-19 cases predictor and the Pareto-optimal Non-Pharmaceutical Intervention (NPI) prescriptor developed by the winning team of the 500k XPRIZE Pandemic Response Challenge. The competition aimed at developing data-driven AI models to predict COVID-19 infection rates and to prescribe NPI Plans that governments, business leaders and organizations could implement to minimize harm when reopening their economies. In addition to the validation performed by XPRIZE with real data, our models were validated in a real-world scenario thanks to an ongoing collaboration with the Valencian Government in Spain. Our experience contributes to a necessary transition to more evidence-driven policy-making during a pandemic.

1 Introduction and Related Work

During a pandemic, predicting the number of infections under different circumstances is important to inform public health, healthcare and emergency system responses. Within the different approaches to predict the pandemic's evolution, we find traditional compartmental meta-population models such as SIR or SEIR [Hethcote, 2000], complex network [Pastor-Satorras et al., 2015], agent-based individual [Ferguson et al., 2005] and purely data-driven time series forecasting [Tayarani and Mohammad, 2020] and deep learning-based [Chatterjee et al., 2020; Chimmula and Zhang, 2020; Arora et al., 2020; Pereira et al., 2020] models.

Given the exponential growth in the number of SARS-CoV-2 infections and the pressure in the health care systems, most countries have implemented non-pharmaceutical interventions (NPIs) during the current pandemic, designed to reduce human mobility and limit human interactions to contain the spread of the virus. How to model the impact that the applied NPIs have on the progression of the pandemic is a non-trivial task, particularly for traditional meta-population approaches. Moreover, the social and economic costs of applying NPIs for a sustained period have led to the largest global recession in history. Besides, the social cost of the pandemic is also staggering, preventing children and teenagers from attending schools, canceling cultural activities, and forbidding people to visit friends or relatives.

In view of these challenges, the XPRIZE foundation organized in November of 2020 a global competition, the 500K XPRIZE Pandemic Response Challenge sponsored by Cognizant [XPRIZE, 2021]. This 4-month challenge fostered the development of data-driven AI systems to predict COVID-19 infection rates and prescribe NPI Plans that governments could implement to minimize harm when reopening their economies.

In this paper, we briefly summarize the predictor and prescriptor models developed by ValenciaIA4COVID, the competition’s winning team. We direct the interested readers to [Lozano et al., 2021] for a detailed description of both models. Our infections predictor is based on a novel architecture of Long Short Term Memory (LSTM) networks [Hochreiter and Schmidhuber, 1997]. Regarding the prescriptor part of our work, Miikkulainen et al. propose a neuroevolution approach to identify a Pareto-optimal set of NPIs [Miikkulainen et al., 2021]. While this approach was recommended during the Challenge, our solution adopted a different methodology.

2 Data

The Challenge leveraged publicly available official COVID-19 case data together with the Oxford COVID-19 Government Response Tracker data set¹ as the main data sources to be used [Hale et al., 2021]. It includes information for 186 countries and state/region-level data for the US, UK, Canada, and Brazil. The Challenge considered 182 countries², the 50

¹https://www.bsg.ox.ac.uk/research/research-projects/coronavirus-government-response-tracker
²Tonga, Malta, Turkmenistan & Virgin Islands were not included due to lack of reliable data.

*This is an extended abstract for our ECML PKDD 2021 paper [Lozano et al., 2021] (Best Applied Data Science Paper Award)
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US states and the 4 regions in the UK, yielding a total of 236 countries or regions. We will use GEO to denote the countries/regions.

The available data sources can be split into case-related data, i.e. number of daily confirmed COVID-19 cases, and action or NPI-related data, i.e. the NPIs and their level of activation each day for each GEO. In the Challenge, we considered 12 NPIs of two types: confinement-based and public health-based, with different possible levels of activation.

3 Predictors of COVID-19 Cases

This part of the Challenge required building a predictor of the number of confirmed COVID-19 cases in the 236 GEOs for up to 180 days into the future and considering the different NPIs implemented in each GEO. Next, we summarize our notation, followed by a description of our deep learning-based predictive model.

3.1 Notation

We use the following terms and notation:

1. GEO: We denote as GEO a country or a region (e.g. California). We use the index \( j \) to refer to each GEO.
2. Population \((P^j)\): \( P^j \) denotes the total population of GEO \( j \), assuming that it is constant during the entire period of time.
3. NewCases \((X^j_n)\): The daily number of new cases on day \( n \) and GEO \( j \) is denoted by \( X^j_n \) starting on March 11th 2020.
4. ConfirmedCases \((Y^j_n)\): The cumulative number of confirmed cases up to day \( n \) in GEO \( j \) is \( Y^j_n = \sum_{n=1}^{n} X^j_n \).
5. SmoothedNewCases \((Z^j_n)\): We compute the average number of new cases between days \( n-K+1 \) and \( n \) in GEO \( j \) as \( Z^j_n = \frac{1}{K} \sum_{i=0}^{K-1} X^j_{n-i} \). This prevents noise due to different imputation policies. We use \( K=7 \) to smooth over one week.
6. CaseRatio \((C^j_n)\): The ratio of cases between two consecutive days is denoted by \( C^j_n = Z^j_n / Z^j_{n-1} \).
7. Susceptible Population \((S^j_n)\): The number of susceptible individuals to be infected with coronavirus on day \( n \) and for GEO \( j \) is denoted by \( S^j_n \).
8. ScaledCaseRatio \((R^j_n)\): It is the CaseRatio \( C^j_n \) divided by the proportion of susceptible individuals in GEO \( j \), \( R^j_n = \frac{C^j_n}{S^j_n} \). It captures the effects of a finite population.
9. Action \((A^j_n)\): Vector of applied NPIs in GEO \( j \) on day \( n \).
10. Stringency of \( A^j_n \) \((Str^j_n)\): The stringency of an NPI applied in GEO \( j \) on day \( n \) is \( Str^j_n = \sum_{i=1}^{H} a^j_n(i) \cdot Cost^j(i) \), where \( Cost^j \) is the cost vector of each of the 12 different types of NPIs \(((C1...C8,H1,H2,H3,H6))\) in GEO \( j \).
11. Intervention Policy \((IP)\): The sequence of daily 12-dimensional NPI or action vectors applied during period \( T \).
12. Stringency of an Intervention Policy: The sum of stringencies of actions \( A^j_n \) applied each day \( n \) during \( T \).

We denote estimations with a \( \hat{\cdot} \) symbol, e.g. \( \hat{X}^j_n \) is the estimated number new cases and \( \hat{R}^j_n \) the estimated scaled case ratio, both for GEO \( j \) and day \( n \).

3.2 SIR Epidemiological Model

The predictors model the dynamics of the epidemics in each GEO \( j \) using an underlying basic SIR compartmental meta-population model [Allen, 1994]. Here, the population is divided into three different states: S (Susceptible), Z (Infected), and D (Removed, due to recovery or death). The evolution of the number of infected individuals is given by:

\[
\frac{dZ^j_n}{dt} = \beta \frac{S^j_n Z^j_n}{\sum_j Z^j_n} - \mu Z^j_n,
\]

where \( \beta \) is the infection rate which controls the probability of transition between the \( S \) and \( Z \) states; \( \mu \) is the recovery or removal rate, controlling the probability of transition between the \( Z \) and \( D \) states. The goal of the predictors is to estimate \( \hat{R}^j_n \) given the data up to day \( n-1 \), where

\[
\hat{R}^j_n = \frac{(1-\mu) P^j}{S^j_n} + \beta = \frac{Z^j_{n-1}}{Z^j_{n-1}} S^j_n.
\]

Note that \( \hat{X}^j_n \) can be computed from \( \hat{R}^j_n \) [Lozano et al., 2021]. Since \( \hat{R}^j_n \) depends on the transmission rate, which in turn depends on the NPIs, the predictors consider both the number of COVID-19 infections (context) and the applied NPIs (actions) each day in each GEO.

3.3 ValenciaIA4COVID (V4C) Predictor

The Challenge organizers provided the baseline, or standard predictor [Miikkulainen et al., 2021]. It consists of two parallel LSTMs, one to model the context – given by the \( \hat{R}^j_n \) – and the other to model the actions \( A^j_n \) applied on day \( n \) in GEO \( j \). Figure 1 (top) depicts the architecture of this baseline model. It uses the context and action data to obtain predictions separately, joining both outputs via a lambda merge layer.

Similarly to the baseline predictor, we implemented an architecture with 2 LSTM-based branches: a context branch, where we modeled the \( \hat{R}^j_n \) time series and an action branch, where we modeled the time series of the eight confinement-based \(((C1...C8))\) Non-pharmaceutical Interventions. While we did not consider public health-based NPIs, we improved the baseline predictor in several ways. We denote this improved model as the ValenciaIA4COVID or V4C predictor.
Context branch. Given the large variability in the time series of confirmed COVID-19 cases depending on the GEO, we developed a bank of LSTM context models, shown in Figure 1 (bottom). We created such a bank by clustering the GEOS via a K-means algorithm applied to the time series of the reported number of COVID-19 cases per 100K inhabitants. We optimized the number of clusters using the Elbow method, obtaining 15 different clusters. We implemented two different LSTM-based architectures, as depicted in Figure 1 (bottom): one for the reference model and the other for each of the eight cluster models. The reference model includes a convolutional layer with ReLu activation function and a bidirectional LSTM followed by a dense layer. Each convolutional layer has 64 filters of size 8. This reference model empirically generalized well for 135 GEOS. The cluster models consist of a stacked version of the architecture of the reference model, with two convolutional layers and two stacked bidirectional LSTMs.

Action branch. We used an LSTM followed by two dense layers to smooth the output and hence better capture non-linearities.

Merge function. The two branches use the data from the last 21 days that are combined into a dense layer to get the predicted $R_n$. The outputs of each branch ($h$ and $g$) are merged by the lambda function $\bar{R}_n = f(A^h_{n-1}, R^g_{n-1}) = (1 - g(A^h_{n-1}))h(R^g_{n-1})$. Thus, the predicted $\bar{R}_n$ provided by the context branch is modified by the output from the action branch. The stricter the NPIs, the larger the output from the action layer, thus reducing the context layer’s output. Finally, once the model gives the predicted $\bar{R}_n$, the predicted number of new infections for the day $n$, $\bar{X}_n$, is obtained.

4 Prescriptor of Intervention Policies

The final phase of the XPRIZE competition required building a prescriptor which would recommend for each GEO and for any period, up to 10 different Intervention Policies (IP) with the best balance between their economic/social cost and the resulting number of COVID-19 cases.

Thus, it entailed solving a two-objective optimization problem by identifying the set of solutions that would be on the Pareto front [Belakaria et al., 2019; Lu et al., 2020; Miikkulainen et al., 2021]. On the one hand, there is the stringency of a certain IP which captured the sum of the costs of implementing such a policy. On the other hand, there is the number of COVID-19 cases per 100K inhabitants which would result from applying such IP. Given that this is a hypothetical scenario, the number of COVID-19 infections under the IPs was estimated by the GEOS via a K-means algorithm applied to the time series of confirmed COVID-19 cases depending on the GEO, and over any 21 days. We refer to this phenomenon as the $\bar{R}_n$ synchronization principle.

Method 1: $R_n$-Based NPI Selection

Based on the $\bar{R}_n$ synchronization principle, one could easily obtain the Pareto-optimal front of intervention policies if the mapping between the 7.8 million of possible combinations of the NPI vector and their associated convergence $\bar{R}_n$ were to be known. Unfortunately, generating such a mapping was not feasible in the time frame provided by the Challenge as it would require making millions of calls to the predict function. Hence, we opted for computing a sample of such a matrix, obtained as (1) all the NPI vectors with stringencies [0 to 6] and [28 to 34]; (2) all NPI vectors with one and two non-zero entries; and (3) a random sample of 10,000 NPIs.

For each NPI in the sample, we computed the convergence $\bar{R}_n$, and the resulting total number of COVID-19 cases in 20 and 60 days. Using this NPI-$\bar{R}_n$ matrix, we trained state-of-the-art machine-learning models to predict the $\bar{R}_n$ for any given NPI vector. The best performing and explainable model were Gradient Boosted Trees. While their MAE was still too large to be used to fill-in all the missing elements in the NPI-$\bar{R}_n$ matrix, we carried out a feature importance analysis and discovered that the C2, C1, H2, C4, and C5 interventions are, in this order, the most important to predict their associated $\bar{R}_n$ and hence the resulting number of cases. Thus, we also included in our NPI-$\bar{R}_n$ matrix all the NPI vectors with non-zero values in their C1, C2, C4, C5, and H2 interventions and zero in the others. This led to 54,652 NPI vectors.

As a result, we generated a matrix with the mapping between these different NPI vectors, their associated stringen-
cies (at cost 1), the number of cases that they would lead to at 20 days and at 60 days, and their convergence $R_n$. At run time, given an input cost vector, the prescriptor computes the stringency of each row in the NPI-$R_n$ matrix. With this information, it identifies the NPI combinations that are on the Pareto front by selecting those that lead to the best trade-off between their stringencies, their associated number of cases at 20 and 60 days, and their convergence $R_n$.

**Method 2: Feature Greedy NPI Selection**

As per the feature importance analysis described above and given a cost vector, we developed a greedy NPI prescriptor as follows: each dimension of the NPI vector is ranked by its priority, computed as its feature importance divided by its cost. This prescriptor consists of a greedy algorithm that consecutively activates each NPI dimension to its maximum value or ordered by its priority.

**Prescriptor Combination**

Each of the methods above provides a set of NPI recommendations for each GEO for each day. From such a set, we select the 10 best NPIs that: (1) are not dominated by any other NPI; and (2) contribute to having a diverse set of NPIs that cover the full range of possible stringency values.

**Intervention Policy Definition**

Finally, the prescriptor needs to provide a set of up to 10 Intervention Policies, *i.e.* dynamic regimes of applying the selected NPIs over the period of interest. To do so, we compute all possible combinations of subsequently applying the selected NPIs in chunks of minimum 14 days (to enable the NPIs to act) and identify the Pareto-front set of combinations that would yield the optimal trade-off between stringency and number of cases. The total number of chunks is dynamically determined. From this set of combinations, we again select the 10 that (1) are not dominated by any other policy; (2) contribute to having a diverse set of policies along the stringency axis; and (3) minimize the changes in NPIs, as every NPI change has a social cost.

**5 Experimental Results**

**5.1 Predictor**

Table 1 displays the MAE per 100K inhabitants and the Mean Rank of the proposed model when compared to the baseline model provided by the XPRIZE organizers. We also include the results of only using our reference context model without the clusters. Our model outperforms the baseline model provided by the Challenge organizers and yielded the third-best Mean Rank amongst all the teams. The Presidency of the Valencian Government successfully used our model in Spain during the third wave of COVID-19 infections in Dec. - Feb. 2021. In the prescription phase, we proposed a solution that leveraged the $R_n$ synchronization principle to provide Pareto-optimal IPs that clearly dominated other approaches. Our work contributes to the necessary transition to more evidence-driven policy-making, particularly during a pandemic. Future lines of work include developing the intervention prescriptor within the Valencian Government, developing a theoretical proof of the $R_n$ synchronization principle, and including the impact of vaccinations in our model.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Short-term MAE</th>
<th>Long-term MAE</th>
<th>Predictor</th>
<th>Short-term MAE</th>
<th>Long-term MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>XPRIZE baseline</td>
<td>157.92</td>
<td>2.11</td>
<td>XPRIZE baseline</td>
<td>935.34</td>
<td>2.30</td>
</tr>
<tr>
<td>V4C (w/o clusters)</td>
<td>138.21</td>
<td>2.14</td>
<td>V4C (w/o clusters)</td>
<td>825.38</td>
<td>1.83</td>
</tr>
<tr>
<td>V4C with clusters</td>
<td><strong>126.33</strong></td>
<td><strong>1.75</strong></td>
<td>V4C with clusters</td>
<td><strong>803.59</strong></td>
<td><strong>1.87</strong></td>
</tr>
</tbody>
</table>

Table 1: Predictor results (MAE and Mean Rank) in the 236 GEOS.

**5.2 Prescriptor**

Given the hypothetical nature of the prescriptor, we were not able to quantitatively evaluate its performance against ground truth. However, we carried out domination tests between the IPs recommended by our model compared to a greedy algorithm for the 236 GEOS in the Challenge and under both unitary and random costs policies for a period of 60 days into the future. Table 2 shows the number of times the IPs recommended by our prescriptor dominated and were dominated by the IPs suggested by the greedy approach for all GEOS. Moreover, our prescriptor provided the IP recommendations in under 2 hours for all GEOS in the Challenge, well below the maximum allowed limit of 6 hours.

<table>
<thead>
<tr>
<th>Prescriptor</th>
<th>Window size of prescription</th>
<th># of dominating / # of dominated prescriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greedy</td>
<td>127 / 1814</td>
<td>130 / 1829</td>
</tr>
<tr>
<td>Feature greedy</td>
<td>921 / 114</td>
<td>930 / 117</td>
</tr>
<tr>
<td>V4C prescriptor</td>
<td><strong>927 / 47</strong></td>
<td><strong>934 / 48</strong></td>
</tr>
</tbody>
</table>

Table 2: Prescriptor results: # of dominating / # of dominated prescriptions for 5-day (Aug 1st-Aug 5th, 2020), 31-day (Jan 1st-Jan 31st, 2021) and 90-day (Jan 1st-Mar 31st, 2021) time periods.
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