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Abstract

Automatic legal judgment prediction (LJP) has recently received increasing attention in the natural language processing community in part because of its practical values as well as the associated research challenges. We present an overview of the major milestones made in LJP research covering multiple jurisdictions and multiple languages, and conclude with promising future research directions.

1 Introduction

Legal judgment prediction (LJP) refers to a collection of tasks that involve predicting the court’s outcome given the facts of a legal case [Aletras et al., 2016; Chalkidis et al., 2019; Feng et al., 2021] and possibly other information in the case description such as the arguments and the claims [Sulea et al., 2017b; Malik et al., 2021; Gan et al., 2021]. Automatic LJP has practical significance: LJP systems may assist legal professionals in analyzing cases and provide consulting services to laymen while reducing legal costs and improving access to justice.

From a research perspective, one of the most interesting aspects of LJP is that it encompasses a set of tasks that vary in difficulty. Table 1 enumerates the six key LJP subtasks, the associated subtask descriptions, as well as the language(s) in which the corresponding subtask has been explored. Note that the six subtasks are listed in increasing order of difficulty. As can be seen, Violation and Court Decision are generally the easier subtasks as the number of labels involved in these classification tasks is fairly small. For instance, Violation is a 2-class classification task that involves predicting whether a law article is violated. Though being the easiest subtask, Violation is by no means trivial, as the system needs to comprehend the details in the facts (e.g., identifying the amount involved in a theft, as a low financial value is not sufficient to comprehend the details in the facts (e.g., identifying the amount involved in a theft, as a low financial value is not)

<table>
<thead>
<tr>
<th>LJP Subtask</th>
<th>Description</th>
<th>Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Violation</td>
<td>Predicting violation or not of any law article of a case</td>
<td>English</td>
</tr>
<tr>
<td>Court Decision</td>
<td>Predicting the court decision of a case, such as the approval/dismissal, the court ruling (e.g. reject, cassation, non-lieu etc.), the affirm/reverse</td>
<td>French, English, Italian, German, Chinese</td>
</tr>
<tr>
<td>Charge</td>
<td>Identifying the crime charges of which a defendant should be accused</td>
<td>Chinese</td>
</tr>
<tr>
<td>Law Article</td>
<td>Identifying the specific violated law articles for a case</td>
<td>English, Chinese</td>
</tr>
<tr>
<td>Alleged Law Article</td>
<td>Predicting the alleged law articles (put forward by the plaintiffs) of a case</td>
<td>English</td>
</tr>
<tr>
<td>Prison Term</td>
<td>Estimating the prison term</td>
<td>Chinese</td>
</tr>
</tbody>
</table>

Table 1: Different subtasks of LJP.

An important issue that is relevant to LJP is explainability: can a system provide a justification for its own decision that can be understood by law professionals or even laymen? The justification for a model’s decision is essential in that it can increase a user’s trust of the system given the gravity that legal outcomes have for individuals. Given the importance of explainability in LJP, we will examine existing approaches to explainability alongside approaches to various LJP subtasks.

Our goal in this paper is to provide the AI audience with an overview of the major milestones in LJP research. To our knowledge, there are no surveys that are written specifically on automatic LJP. The most relevant survey has the broader goal of providing a general overview of the state-of-the-art (SOTA) of AI in the legal domain, and discusses a variety of tasks such as Similar Case Matching, Legal Question Answering, and Legal Judgment Prediction [Zhong et al., 2020b]. Importantly, it by no means focuses on LJP. We therefore believe this timely survey will provide up-to-date knowledge of LJP and be of interest to AI researchers.

2 Corpora

In this section, we present six corpora that have been widely used for training and evaluating LJP systems, namely ECHR2019 [Chalkidis et al., 2019], ECHR2021 [Chalkidis et
<table>
<thead>
<tr>
<th>Corpus</th>
<th>Language</th>
<th>Jurisdiction</th>
<th>No. of Cases</th>
<th>Annotated LJP Subtasks (No. of Labels w.r.t. Subtask)</th>
<th>Additional Annotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECHR2019</td>
<td>English</td>
<td>Europe</td>
<td>11,478</td>
<td>Violation (2)</td>
<td>the case importance</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Law Article (66)</td>
<td></td>
</tr>
<tr>
<td>ECHR2021</td>
<td>English</td>
<td>Europe</td>
<td>11,000</td>
<td>Alleged Law Article (40)</td>
<td>the paragraph-level rationale</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Violation (2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Law Article (40)</td>
<td></td>
</tr>
<tr>
<td>CAIL2018</td>
<td>Chinese</td>
<td>China</td>
<td>2,676,075</td>
<td>Law Article (183)</td>
<td>the defendant</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Charge (202)</td>
<td>the penalty of money</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Prison Term (integer value)</td>
<td></td>
</tr>
<tr>
<td>SJP</td>
<td>German</td>
<td>Switzerland</td>
<td>49,883 (German) 31,094 (French) 4,292 (Italian)</td>
<td>Court Decision (2)</td>
<td>the publication year</td>
</tr>
<tr>
<td></td>
<td>Italian</td>
<td></td>
<td></td>
<td></td>
<td>the legal area</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>the canton of origin</td>
</tr>
<tr>
<td>ILDC</td>
<td>English</td>
<td>India</td>
<td>34,816</td>
<td>Court Decision (2)</td>
<td>the sentence-level explanation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCCR</td>
<td>French</td>
<td>France</td>
<td>126,865</td>
<td>Court Decision (6 and 8 w.r.t two setups)</td>
<td>the date of the court ruling the law area</td>
</tr>
</tbody>
</table>

Table 2: Comparison of several popularly used corpora for legal judgment prediction.

al., 2021], CAIL2018 [Xiao et al., 2018], SJP [Niklaus et al., 2021], ILDC [Malik et al., 2021], and FCCR [Sulea et al., 2017b]. Table 2 compares these corpora along five dimensions: (1) the language, (2) the jurisdiction, (3) the number of cases, (4) the subtasks of LJP annotated in the corpus and the size of the corresponding label inventory, and (5) additional annotations on the corpus.

A few points deserve mention. First, each corpus covers a subset of the LJP subtasks described in Table 1. For instance, Law Article is covered only by ECHR2019, ECHR2021 and CAIL2018; and Prison Term is only covered by CAIL2018. Second, some of the additional annotations are interesting in that they can enable LJP-related tasks to be studied. For instance, ECHR2021 provides paragraph-level rationales for each of the alleged article violations of a case. Specifically, these rationales are selected from the paragraphs that appear in the facts of the given case and can be used to study explainability issues. As another example, each case in SJP is annotated with publication years, legal areas and cantons of origin. These annotations can be used to examine issues related to fairness and robustness in LJP (e.g., does the canton of origin have any impact on the court’s decision or a LJP system’s prediction?). Finally, researchers have constructed two datasets out of CAIL2018: CAIL-small consists of 154592, 17131 and 32508 training, validation and test samples, respectively, whereas CAIL-big consists of 1710856 training samples and 217016 test samples.

Note that several not so commonly used LJP datasets in other jurisdictions or languages exist, such as the Supreme Court Database (an English dataset from the U.S.) [Katz et al., 2017] and the German Legal Decision Corpora (a German dataset from Germany) [Urchs et al., 2021].

3 Evaluation Metrics

Next, we discuss the metrics used to evaluate LJP systems.

As mentioned in the introduction, except for Prison Term prediction, all of the LJP subtasks are essentially classification tasks. While Prison Term is most naturally cast as a regression task (because the prison term is a real value), this LJP subtask is typically tackled as a multi-class classification task where the prison term is divided into non-overlapping intervals and a label is created for each interval for prediction purposes [Xu et al., 2020]. Since virtually all LJP subtasks are classification tasks, researchers have used precision (P), recall (P), and F1 score as the primary evaluation metrics. Because the class distribution in some of the evaluation corpora is highly skewed, it is somewhat unfair to measure performance using micro-P, micro-R, and micro-F1 as micro-averaging gives more importance to labels having a higher representation [Xiao et al., 2021]. As a result, it is more common to report system performance using macro-P, macro-R, and macro-F1 [Chalkidis et al., 2021; Feng et al., 2019; Feng et al., 2021], which give the same importance to each label. Note that when Prison Term prediction is cast as a regression task where the number of months in prison is to be predicted, Mean Squared Error (MSE) and Exact Match (EM) have been used as evaluation metrics [Chen et al., 2019; Wu et al., 2020a].

4 Systems

In this section, we examine the key ideas involved in the development of existing LJP systems. While early work on LJP has employed rule-based approaches [Kort, 1957; Nagel, 1963; Segal, 1984], virtually all recent work has adopted learning-based approaches. To date, the most successful learning-based LJP systems are supervised, and hence the discussion below will be focused on supervised approaches. Nevertheless, we note that for the prediction of law articles, alleged law articles, and charges, the training sets of some of the corpora for these LJP subtasks have skewed class distributions, where some of the class labels (i.e., law articles or charges) appear infrequently. Hence, some researchers have handled these subtasks in a few-shot classification setting [Hu et al., 2018; Chalkidis et al., 2019].

As noted before, with the exception of Prison Term prediction, which can be cast as a classification or regression task, the rest of the LJP subtasks are being cast as classification tasks. As a result, virtually all supervised LJP systems are classification-based. Broadly, supervised approaches to LJP can be divided into two categories, feature-based approaches (Section 4.1) and neural-based approaches (Section 4.2).
4.1 Feature-based Approaches

In traditional feature-based approaches to LJP, an off-the-shelf learning algorithm such as Support Vector Machines or Random Forests is used to train a classifier (typically a linear classifier) for each LJP subtask [Aletras et al., 2016; Medvedeva et al., 2018; Feng et al., 2018; Katz et al., 2017; Sulea et al., 2017a; Sulea et al., 2017b]. Each training instance corresponds to a legal case in the training set and is typically represented using two types of features. **Lexical features** are composed of word n-grams extracted from the facts of a case [Aletras et al., 2016; Sulea et al., 2017b]. *External features*, on the other hand, encode information that is not included in the facts of a case. For instance, if the case is an appeal, the external features may encode the view of the lower court and the rate of reversal of the court judging the case [Lin et al., 2012; Katz et al., 2017]. Engineering useful external features is a time-consuming and labor-intensive process. Nevertheless, empirical results show that external features can improve LJP performance when used in combination with lexical features.

4.2 Neural-based Approaches

Like many NLP tasks, LJP subtasks have primarily been addressed using neural approaches in recent years.

**Embeddings.** The n-gram representation used in the non-neural approaches described above is a poor representation of word semantics. To understand why, consider "dog" and "cat". Intuitively, these two words are distributionally similar to each other, but when they are represented as a bag of words, they are essentially one-hot vectors and hence have a similarity of 0. **Word embeddings,** on the other hand, are a better representation of word semantics than one-hot vectors, as they correspond more closely to what we think of as being similar. Informally, a word embedding is a low-dimensional real-valued vector representation of a word that can be trained so that two words that are semantically similar are close to each other in the embedding space. For instance, "king" and "queen" should have similar embeddings, whereas "king" and "table" should not. While some embeddings can be pre-trained on large corpora via off-the-shelf embedding models (e.g., Word2Vec [Mikolov et al., 2013]), others can be learned during training [Feng et al., 2019].

Like other neural models, neural-based LJP systems encode the words that appear in the text of a case using these word embeddings, which can in turn be exploited by different neural encoders, such as a CNN [Li et al., 2018; Wang et al., 2018], a LSTM [Chen et al., 2019], or a GRU [Paul et al., 2020], to encode the text of a case that better represents its meaning. Since these encoders are not particularly effective at capturing long-distance dependencies, hierarchical encoders have been used to encode cases that are long, where the low-level encoder first encodes snippets of texts (typically sentences) into vectors and the high-level encoder then combines the low-level vectors to create a document representation [Luo et al., 2017]. Regardless of which encoder is used, the encoded input can be fed to a feedforward neural network to predict the label of each instance. As in feature-based approaches, the possible labels for an instance vary depending on the LJP subtask being addressed.

**Attention.** Some words in a case are more informative than others for a given LJP subtask. However, the aforementioned models do not distinguish between different words by their informativeness. Hence, one way to improve these models would be to give more attention to these informative words. To identify these words in a neural framework, LJP researchers have employed an attention mechanism [Feng et al., 2019; Feng et al., 2021; Li et al., 2019], which attends to all the words in the input sequence and assigns a weight to each word that indicates its importance.

**Manually-designed features.** To motivate the use of manually-designed features, consider the following example. In Charge prediction, some charge pairs have subtle differences and therefore are confusing from the model’s point of view. For instance, the definitions of Theft and Robbery only differ in the verification of a specific act (e.g., violence is involved in a Robbery but not a Theft). While an attention mechanism can be used to extract the important keywords specific to each charge, it is far from being able to discriminate such tiny, low-level differences. To address this problem, Hu et al. [2018] manually design features that can help distinguish between confusing charges. For instance, to distinguish Theft from Robbery, a useful binary feature would be Violence, which encodes whether the crime has an act of violence. After that, they train a model to predict the value of each hand-crafted feature. Finally, the model employs the hidden states of these features in Charge prediction, yielding a 7.7% increase in macro F1 compared to a model that does not employ such features. Manually-designed features have thus far been exploited for Charge prediction only, but we believe they can be similarly explored for other LJP subtasks that have confusing labels, such as Law Article prediction.

**Cross-task dependencies.** So far, we have only discussed neural approaches in which the LJP subtasks are tackled independently of each other (i.e., a separate model is trained for each LJP subtask). However, there exist logical dependencies among different LJP subtasks that could be profitably exploited by a model. For instance, a law article stipulates a specific prison term if it is violated. In other words, a law article predicted by a LJP system offers the legal basis for Prison Term prediction. The simplest way to exploit this kind of cross-task dependency is to adopt a pipeline approach where law article prediction precedes prison term prediction. However, pipeline approaches are prone to error propagation: if the law article is incorrectly predicted, then basing the prediction of prison term on the predicted law article will likely do more harm than good.

To better exploit cross-task dependencies, several researchers have attempted to design multi-task learning frameworks that are applicable to LJP [Zhong et al., 2018; Chen et al., 2020; Yang et al., 2019; Dong and Niu, 2021; Luo et al., 2017; Feng et al., 2019; Huang et al., 2021]. For example, while Zhong et al. [2018] predict the different LJP subtasks in a pipeline fashion, they make their model more robust to error propagation by giving as the input to each subtask not only the prediction made for each subtask that appear earlier in the pipeline but also the facts encoded by the encoder. In other words, the prediction for the current subtask is no longer based solely on the (possibly erroneous) predic-
tions for the preceding subtasks. Since Zhong et al. [2018] capture cross-task dependencies in the forward direction, a natural question is: can the model be improved by additionally capturing these dependencies in the backward direction? To answer this question, Yang et al. [2019] model dependent subtasks bidirectionally, where each subtask’s feature representation is first derived from both forward and backward cross-task dependency propagation and then used to predict the result for the subtask. Despite the fact that these models offer improved results, they cannot guarantee that the predictions made for different subtasks are consistent with each other. For instance, the predicted charge may not be one of those charges stipulated by the predicted law article. To address this issue, Dong and Niu [2021] propose a graph-based method that employs constraints to ensure that the predictions made for different subtasks are consistent. The use of constraints has been shown to improve LJP subtasks among which cross-task dependencies exist, including Law Article prediction, Charge prediction, and Prison Term prediction.

Within-task label dependencies. The approaches discussed so far have all assumed that the labels in a given LJP subtask are independent of each other. However, for certain LJP subtasks, the labels can be dependent on each other. For instance, the law articles can be grouped into a tree-shaped hierarchy, where some articles have a parent-child relationship. Such label dependencies can potentially be exploited to improve Law Article prediction by casting the task as a two-layer hierarchical classification problem. To model the hierarchical label structure, Wang et al. [2019] design a hierarchical network that first predicts the parent law articles and then the corresponding child articles, yielding better prediction results. While label dependencies have thus far been exploited to improve the prediction of law articles, such kind of dependencies exist in other tasks (e.g., Charge prediction) and therefore can be similarly exploited.

Label semantics. The approaches discussed so far have all viewed the labels to be predicted as atomic. However, the LJP subtasks are different from many other classification tasks in that the labels have associated text descriptions that contain rich legal knowledge. In Law Article prediction, for instance, each label corresponds to a law article, which is composed of a description that stipulates the circumstances under which the law article is applicable as well as the specific penalties. Exploiting such label semantics could yield better LJP results [Li et al., 2018; Ge et al., 2021]. Below we describe several attempts to exploit label semantics for LJP.

First, label semantics has been applied to discriminate confusing law articles (i.e., law articles that are subtly different and therefore are difficult for a system to distinguish). For instance, Xu et al. [2020] first construct subgraphs based on the semantics of the law articles such that the law articles that belong to the same subgraph share similar application scenarios. Then they employ a graph network in each subgraph to distill the subtle differences between the law articles, and concatenate the distilled information with the global document vector to make predictions for LJP subtasks.

Second, label semantics has been used to match law articles with facts [Wang et al., 2018; Wang et al., 2019]. Specifically, each law article is matched with each fact in a given case by attending the vector of the law article with the vector of the fact. In essence, the semantics of each law article works as a query to find the most relevant (i.e., best matching) facts. The queried facts are then passed to a dense layer for Law Article prediction. By leveraging the label semantics (i.e., law article definitions), the correlated facts are extracted from a case and the uncorrelated/noisy facts are ignored. Wang et al. [2019] show that using only the selected facts for Law Article prediction can offer substantial improvements.

Third, label semantics has been used to separate the facts of a case into different parts. In reality, human judges in mainland China follow a topological order to decide the verdicts (i.e., law article and charge) and the sentence (i.e., penalty) according to different parts of the facts. Specifically, the judges first decide the charges and the law articles based on the adjudging part of the facts. Then, under the premise that the act has constituted a crime, they determine the penalty according to the sentencing part of the facts. To simulate this process, Yue et al. [2021] employ charge semantics to separate the facts into parts. Using the separated facts for LJP has enabled them to achieve SOTA results on CAIL2018.

Pre-training. Inspired by the success of pre-trained language models (PLMs) on a variety of NLP tasks, researchers have investigated the role of pre-training in LJP. Owing to the differences in writing style and vocabulary between legal and non-legal texts, directly applying off-the-shelf PLMs to LJP subtasks has not yielded satisfactory improvements. As a result, legal-specific PLMs are developed. For English LJP, a BERT-based language model (Legal-BERT) is pre-trained on English legal texts collected from several sources (e.g., legislation, court cases, contracts) [Chalkidis et al., 2020]. For Chinese LJP, a Longformer-based language model, Lawformer, is pre-trained on Chinese civil and criminal legal documents [Xiao et al., 2021]. These legal-specific PLMs can then be fine-tuned for specific LJP tasks.

Interpretable approaches. In court rulings, explanations may be a requirement or even a human right, as the defendants have the rights to know the reasons behind a judge’s decision. As far as LJP is concerned, explainability/interpretability is an important issue, as an explanation provided by a LJP system for each of the decisions it makes can increase a user’s confidence in the system. LJP researchers have examined interpretability approaches to LJP in which a LJP system is equipped with the ability to explain its decisions. Broadly, these interpretability approaches can be divided into two categories, pre-explanation approaches and post-explanation approaches.

In pre-explanation approaches, explanations are first generated and then predictions are made by a system based on these explanations. Chalkidis et al. [2021] propose one of the first pre-explanation approaches to predict alleged law articles and the underlying rationales, where the rationales are the paragraphs extracted from the case under consideration. Specifically, the paragraphs that support the judgment are extracted first, based on which the alleged law articles are predicted. A key weakness of this extraction approach to explanation generation is that the logic behind the system’s predictions may not be apparent. In particular, laymen may not be able to identify the essential reasons simply from the ex-
Table 3: Performance of state-of-the-art LJP systems on the six commonly-used evaluation corpora. We report the results w.r.t subtasks of LJP: Violation (V), Court Decision (CD), Charge (C), Law Article (LA), Alleged Law Article (ALA) and Prison Term (PT). All results are reported in terms of Macro-F1, except the LA subtask in ECHR2019 and the ALA subtask in ECHR2021, where Micro-F1 is employed.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Language</th>
<th>System</th>
<th>Approach</th>
<th>Evaluation Results (Macro-F1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECHR2019</td>
<td>English</td>
<td>[Chalkidis et al., 2020]</td>
<td>Pretraining</td>
<td>83.2 CD 59.2</td>
</tr>
<tr>
<td>ECHR2021</td>
<td>English</td>
<td>[Chalkidis et al., 2021]</td>
<td>Pretraining</td>
<td></td>
</tr>
<tr>
<td>CAIL-small</td>
<td>Chinese</td>
<td>[Yue et al., 2021]</td>
<td>Label semantics</td>
<td>90.9 88.8 39.8</td>
</tr>
<tr>
<td>CAIL-big</td>
<td>Chinese</td>
<td>[Yue et al., 2021]</td>
<td>Label semantics</td>
<td>80.5 78.1 41.2</td>
</tr>
<tr>
<td>ILDC-single</td>
<td>English</td>
<td>[Malik et al., 2021]</td>
<td>Pretraining</td>
<td>77.79</td>
</tr>
<tr>
<td>ILDC-big</td>
<td>English</td>
<td>[Malik et al., 2021]</td>
<td>Pretraining</td>
<td>76.55</td>
</tr>
<tr>
<td>SJP</td>
<td>Multilingual</td>
<td>[Niklaus et al., 2021]</td>
<td>Pretraining</td>
<td>68.5 (German) 70.2 (French) 59.8 (Italian)</td>
</tr>
<tr>
<td>FCCR</td>
<td>French</td>
<td>[Sulea et al., 2017a]</td>
<td>Feature-based</td>
<td>98.6 (6-class) 95.8 (8-class)</td>
</tr>
</tbody>
</table>

5 The State of the Art

In this section, we provide an overview of the systems that have achieved SOTA results on the evaluation corpora described in Section 2. These systems are shown in Table 3.

**CAIL2018 (Chinese).** As can be seen, Prison Term prediction is far from being solved compared to Law Article prediction and Charge prediction. This should perhaps not be surprising given that it is the most challenging LJP subtask (see Table 1). Though not shown in the table, SOTA models do not perform well on low-frequency law articles and charges as all micro-F1 values are significantly larger than their macro-F1 counterparts [Xiao et al., 2021]. Thus, more attention should be given to this unbalanced label problem. Finally, SOTA models achieve better results on CAIL-small than CAIL-big w.r.t. Charge and Law Article prediction. At first glance, this is surprising since the training set of CAIL-big is more than 10 times larger than that of CAIL-small. Nevertheless, the results obtained from these two datasets are not directly comparable since the test sets are not identical.

**ECHR2019 and ECHR2021 (English).** SOTA results on ECHR2019 are achieved by BERT-based pre-trained models that are pre-trained on a legal corpus from scratch [Chalkidis et al., 2020]. Compared to the BERT model pre-trained on generic texts, even a BERT-small model pre-trained on legal documents yields better performances. These results suggest the effectiveness of pre-training using in-domain documents. For ECHR2021, which is specifically constructed for interpretability in LJP, jointly explaining and predicting judgment results does not yield better results than only predicting judgment results. As noted before, existing interpretability approaches to LJP have not been particularly successful.

**SJP (multilingual).** The performance of court decision prediction varies across languages: results on Italian are significantly worse than those on German and French. This can be attributed largely to the fact that the Italian dataset is smaller and has a more skewed label distribution. Cross-lingual transfer learning could be exploited to mitigate this problem.

**FCCR (French).** Results on the 8-class setup are worse than those of the 6-class setup. This is not surprising, as the task difficulty typically increases with the number of labels.

6 Ethical Considerations

As LJP systems provide advice that could have an impact on a human’s decision or judgment, there are ethical consider-
tions that should be taken into account when deploying them.

**Applying LJP systems.** LJP systems should be designed to assist rather than replace legal professionals in their decision-making processes and offer legal consulting suggestions to laymen without much legal knowledge [Tsarapatsanis and Aletras, 2021]. In other words, the actual decisions should still be made by the professionals themselves.

**Debiasing data.** Legal justice requires that all individuals be treated fairly and equally regardless of their demographics such as nationality, gender, age and region [Leins et al., 2020; Veale and Binns, 2017; Binns, 2018]. Nevertheless, human judges may be biased due to their own belief and ideology, as well as their personal views on racism and sexism. Such biases could be inherited by LJP systems as the systems are trained on datasets in which the decisions/labels were produced by human judges. In fact, empirical results suggest that existing LJP systems exhibit biases w.r.t. gender and region as a result of the underlying datasets in which demographic information is not masked during data construction [Wang et al., 2021; Chalkidis et al., 2019]. While several efforts have begun to debias models (by using an off-the-shelf named entity recognizer to replace all recognized demographic information with insensitive tags and using an adversarial optimizer [Wang et al., 2021; Chalkidis et al., 2019], for instance), there may be other biases that are yet to be discovered. For instance, word embeddings can encode biases, and so can the knowledge acquired by pre-trained models from pre-training datasets. In general, care should be taken to ensure that LJP systems are unbiased, and figuring out how to program and train LJP systems without biases is critical.

**Mimicking human reasoning.** While the various LJP sub-tasks concern accurately predicting the court’s outcomes, from an ethical perspective an equally important issue is whether a system follows the kind of reasoning human judges would use in the prediction process. In other words, it is important to not only make the correct predictions but also employ human reasoning in the process. One way to enable a system to mimic the human reasoning process would be to force the system to comply with formal and informal rules that humans need to follow, including both ethical and legal rules. These rules should be considered and embedded in the AI system during development stage [Li and Zhang, 2017; Binns, 2019]. For instance, a LJP system should rely on the definitions of law articles rather than the experience it learned from the annotated data as the basis of its judgment.

A relevant question is: since human judges can be biased, should a LJP system mimic human reasoning, or should it perform logical reasoning instead? We believe that (1) while some judges may be biased, the majority of the judges in a judicial system are not, or else the system would probably have collapsed; and (2) it may not always be possible for a judge to reason in a purely logical manner: the facts and evidences relevant to a case are often incomplete, and subjective interpretation of the available facts and evidences may be needed. Nevertheless, a human judge should ideally perform logical reasoning over incomplete information, avoiding the use of subjective interpretation as much as possible. If this is indeed how the majority of the human judges make decisions, a LJP system that mimics human reasoning will indeed perform logical reasoning with the caveat that subjective interpretation will be used only to fill the gaps created by missing or incomplete information. While in a typical use case, a layman would use a LJP system to predict a human judge’s ruling over a given case, we believe that LJP systems can profitably be used by legal professionals as well. For instance, if a lawyer notices that the reasoning involved in a judge’s decision on a case deviates from that provided by a LJP system, s/he may investigate whether the judge has employed more subjectivity than is needed in the decision process and may even take into consideration the reasoning provided by the system when framing his/her argument in an appeal.

**Building cost-sensitive LJP systems.** In LJP, different prediction errors may have different costs. For instance, felony charges would lead to capital punishment, whereas misdemeanor charges may simply lead to fines. Therefore mispredicting felony charges could have far more serious consequences than mispredicting misdemeanor charges. We therefore recommend that LJP researchers build cost-sensitive LJP systems that can take this ethical consideration into account.

7 Concluding Remarks

While researchers are making continued progress on LJP despite its difficulty, a natural question is: what are the promising directions for future work?

**Event-centric LJP.** A case description is typically a long document that contains a lot of information that is irrelevant to judgment (e.g., the criminal’s profile). While an attention mechanism can emphasize the relevant words and de-emphasize the irrelevant words, it cannot discard the irrelevant information altogether. More specifically, even if each irrelevant word is given a low weight, the presence of a potentially large number of irrelevant words implies that the total amount of weight assigned to irrelevant words will be non-trivial, thus affecting the semantic representation of the case description encoded by the encoder and ultimately system performance. To address this problem, we propose to employ an event-centric approach to LJP. Recall that each law article stipulates the kind of events that would violate the article. Hence, the only kind of information relevant to Law Article prediction would be the types of events that are relevant to the law article under consideration. Consequently, we can first identify the events stipulated by the given law article and then make judgment predictions based on the extracted events. To our knowledge, event-centric LJP has not been explored. Nevertheless, there have been recent attempts to create legal datasets annotated with events, which can be exploited to train models for extracting events from legal texts.

**Interpretability.** Interpretability remains a challenging issue for LJP researchers. While several interpretability approaches have been developed in the context of LJP, one may consider exploiting general interpretability methods, such as LIME [Ribeiro et al., 2016], Layer wise Relevance Propagation [Bach et al., 2015] and Integrated Gradients [Sundararajan et al., 2017], in LJP in a post-explanation manner.

For those who are not interested in low-hanging fruits, we identify two directions for improving interpretability. The
first one involves providing a visualization of the events that contribute to the final judgment decision. Specifically, we propose to (1) construct a timeline (i.e., by timestamping each event mentioned in a given case description); (2) construct narrative chains [Chambers and Jurafsky, 2009], which make explicit how the events are related to each other; and (3) associate each event with the violated articles, charges, and/or prison term. This timeline could help users analyze the case and better understand the judgment logic. Key to this approach is the construction of this timeline, which involves many challenging information extraction tasks.

The second direction involves consistency determination. As noted before, existing approaches fail to guarantee that a judgment prediction and the explanation for it are consistent. This renders the generated explanation useless. Determining whether the two are consistent is by no means trivial, but we believe it is a worthwhile direction. One challenge to this consistency determination task is the lack of annotated data. To address this problem, we propose to draw inspirations from the area of argument mining, where researchers have worked on determining how persuasive an argument is. Specifically, we can (1) view the judgment decision and the generated explanation as an "argument", where explanation serves as the premise of the argument and the judgment decision is its conclusion, and then (2) determine how persuasive this argument is using an existing argument persuasiveness system. If this "argument" is persuasive, it should imply that the explanation and the judgment decision are consistent.

Multilinguality. It is not uncommon for LJP researchers to evaluate their approaches on just one dataset/language. For instance, the use of cross-task dependencies has only been evaluated on Chinese datasets, but there is no reason why the same idea cannot be applied to English LJP. To better understand the cross-lingual applicability of an approach, we encourage researchers to evaluate their approaches on different datasets involving multiple languages. Furthermore, given the benefits of learning knowledge of multiple languages in the same framework [Ouyang et al., 2021], it may be promising to train a multilingual model for LJP that can learn from different languages, particularly the different judgment logic used in different languages.

Data and knowledge debiasing. Fairness is essential for LJP systems as legal outcomes could significantly impact individuals. While existing work has verified that the demographic information in the training data can bias a LJP system’s decision [Chalkidis et al., 2019; Wang et al., 2021], there could be other biases that have not been discovered. It is therefore important to design debiasing techniques to identify the remaining biases, if any. In addition, many LJP systems employ embeddings and/or PLMs, which could have biases if they were acquired from biased texts. Hence, it is also important to identify and remove such knowledge biases.

Novel pre-training tasks. While researchers have applied legal-specific PLMs that are pre-trained on legal texts to LJP with some successes, the underlying tasks used to pre-train these PLMs are the usual masking-based tasks such as Masked Language Modeling, where the PLMs are asked to restore the masked words. While the PLMs can acquire some lexical knowledge of legal text through these pre-training tasks, they are unlikely to acquire professional legal knowledge. For this reason, we propose to design new pre-training tasks. For instance, we can pre-train PLMs on the legal exam datasets [Zhong et al., 2020c], in which they are asked to answer questions that involve reasoning with legal knowledge, and the resulting PLMs can then be better equipped with logical reasoning skills in the legal domain.

Clustering. While the vast majority of work on LJP has focused on classification, we believe that it would be worthwhile to examine clustering approaches that aim to cluster similar cases. Once the cases are clustered (either by supervised or unsupervised methods), we can predict the judgment decisions for a new case based on the judgment decisions of the cases that are most similar to it. A natural question is: what is the advantage of a clustering approach to LJP over a classification approach? To answer this question, consider Law Article prediction in CAIL2018, which involves predicting one of 183 law articles. As the number of labels increases, the difficulty of the corresponding classification task will also increase. In contrast, since a clustering approach focuses on learning the similarity of two cases, it is likely to be less sensitive to the number of labels.
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