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Abstract
The opinions of members of a population are in-
fluenced by opinions of their peers, their own pre-
dispositions, and information from external sources
via one or more information channels (e.g., news,
social media). Due to individual cognitive biases,
the perceptual impact of and importance assigned
by agents to information on each channel can be
different. In this paper, we propose a model of
opinion evolution that uses prospect theory to rep-
resent perception of information from the external
source along each channel. Our prospect-theoretic
opinion model reflects traits observed in humans
such as loss aversion, assigning inflated (deflated)
values to low (high) probability events, and evaluat-
ing outcomes relative to an individually known ref-
erence point. We consider the problem of determin-
ing information dissemination strategies for the ex-
ternal source to adopt in order to drive agent opin-
ions towards a desired value. However, computing
such a strategy faces a challenge that agents’ initial
predispositions and functions characterizing their
perceptions of information disseminated might be
unknown. We overcome this challenge by using
Gaussian process learning to estimate these un-
known parameters. When the external source sends
information over multiple channels, the problem of
jointly selecting optimal dissemination strategies is
in general, combinatorial. We prove that this prob-
lem is submodular, and design near-optimal dis-
semination algorithms. We evaluate our model on
three widely-used large graphs that represent real-
world social interactions. Our results indicate that
the external source can effectively drive opinions
towards a desired value when using prospect-theory
based dissemination strategies.

1 Introduction
The opinions of members of a population are influenced by
interactions with family, friends, and organizations around
them. They may have an initial predisposition or bias, which
determines how their opinions will evolve over time. Infor-

mation from sources such as advertisements and media can
have a profound impact in shaping opinions. This influence
has been observed in many social settings, such as in voting
patterns during elections [Cohen and Tsfati, 2009], assess-
ing the importance of wearing a mask during the COVID-
19 pandemic [González-Padilla and Tortolero-Blanco, 2020],
and in public policy [Shanahan et al., 2011]. Understanding
the evolution of opinions in shaping individual behavior and
reasoning about interactions among groups of agents has led
to significant research in multiple domains, including biology
and social networks [Leonard and Levin, 2022].

One way to model opinion evolution is through a weighted
average update of opinions [Altafini, 2012; DeGroot, 1974;
Deffuant et al., 2000; Hegselmann et al., 2002], where a
weight quantifies the importance an agent assigns to an opin-
ion of another agent. Initial predispositions [Friedkin and
Johnsen, 1990], stubbornness [Tsang and Larson, 2014], and
influence of external sources [Li and Zhu, 2020; Quattrocioc-
chi et al., 2014] can be incorporated as additive terms in the
model. However, these frameworks do not consider the pos-
sibility of agents exhibiting cognitive biases.

Agents might show various cognitive biases [Tversky and
Kahneman, 1992], including (i) having different perspectives
on losses and gains, (ii) unconsciously assigning inflated val-
ues to low probability events and and deflated values to high
probability events, and (iii) evaluating outcomes relative to
individually adopted reference points. These factors can af-
fect individuals’ perceptions of information from the external
source [Giardini and Vilone, 2021; Sobkowicz, 2018], and
hence influence dynamics of opinion formation of the group.
A realistic model of opinion evolution must account for cog-
nitive biases of individual agents. Prospect theory, introduced
in [Kahneman and Tversky, 1979], has been shown to effec-
tively characterize behaviors (i) - (iii) in empirical evaluations
on single individuals. While prospect-theory has been stud-
ied from the perspective of a single agent, its effectiveness in
modeling and shaping the evolution of the opinions among
multiple interacting agents has not been investigated.

In this paper, we propose a model of opinion evolution that
uses prospect theory to represent the perception of informa-
tion provided by an external source. Our model provides a
computational framework to reason about opinion formation
when agents have cognitive biases, and enables the design of
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information dissemination strategies for the external source.
The opinion of each individual is updated as a linear combi-
nation of (i) a weighted average of opinions of their peers, (ii)
their own initial biases, and (iii) the perception of information
from the external source along each channel, proportionally
scaled by the level of trust in this source.

We analyze our prospect-theoretic model from the perspec-
tive of the external source. The external source could be an
advertiser who wishes to market a product to a population,
and is interested in nudging individuals towards showing in-
terest in purchasing the product. One approach to accom-
plish this nudging is by disseminating information about the
product over multiple channels. In our model, information
from the external source along each channel is represented as
a probability distribution over a random variable, which rep-
resents possible outcomes of a phenomenon. For example,
the random variable could offer indicators of the efficacy of
a new vaccine, such as effective with no side-effects, effective
with some side-effects, and not effective.

We consider a source that attempts to compute optimal in-
formation dissemination strategies, which consists of choos-
ing the probability distribution over the random variable to
steer agents’ opinions towards a desired value. Computing
a dissemination strategy for the external source can be chal-
lenging when initial predispositions of agents and functions
characterizing agents’ perceptions of information dissemi-
nated are unknown. We overcome this challenge by using
Gaussian process learning [Seeger, 2004] to estimate these
unknown parameters. We use these estimates to compute an
optimal dissemination strategy for the external source and
provide a probabilistic bound on the gap between agents’
opinions computed using Gaussian process learning and their
true values. When the external source can send information
along multiple channels, selecting jointly optimal strategies
is combinatorial. We prove that this problem is submodular,
and leverage this property to develop near-optimal informa-
tion dissemination algorithms with provable guarantees.

We evaluate our model on three widely used large graph
networks that represent real-world social interactions: (i) the
Watts-Strogatz small world graph [Watts and Strogatz, 1998],
(ii) the Barabási-Albert scale-free graph [Barabási and Al-
bert, 1999], and (iii) a Facebook friendship graph [Rossi and
Ahmed, 2015]. Our results indicate that the external source
can drive opinions towards a desired value more effectively
when using our prospect-theoretic opinion model than a base-
line which uses an expectation-based update. We also exam-
ine sensitivity of our model to changes in parameter values
that characterize prospect-theoretic agent perceptions.

The remainder of this paper is organized as follows. Sec. 2
surveys related work. Sec. 3 presents our prospect-theoretic
model of opinion dynamics. We analyze the model in Sec.
4 and present results of our experiments on three graph net-
works in Sec. 5. Sec. 6 concludes the paper.

2 Related Work
Characterizing the opinion dynamics of a group of networked
agents has been a subject of research across multiple disci-
plines. These models allow reasoning about mechanisms that

nudge the population to consensus or persistent disagreement.
This section surveys related work on opinion evolution.

The DeGroot model proposed in [DeGroot, 1974] assumed
that any single agent’s opinion was a weighted average of
opinions of its neighbors. The Friedkin-Johnsen (FJ) [Fried-
kin and Johnsen, 1990; Friedkin and Johnsen, 2011] model
extended [DeGroot, 1974] to include a term corresponding to
agents’ initial opinions or prejudices. Equilibria and conver-
gence of the FJ model was analyzed in [Ghaderi and Srikant,
2014]. When agents had opinions on multiple topics, a mul-
tidimensional FJ model was proposed in [Parsegov et al.,
2016]. Graph-based opinion models that additionally use a
threshold to characterize interactions among agents include
the Hegselmann-Krause (HK) [Hegselmann et al., 2002] and
Deffuant-Weisbuch [Deffuant et al., 2000] models.

A weighted-median opinion update mechanism in [Mei
et al., 2022] allowed reasoning about scenarios that had a
well-defined ordering among multiple options. However, the
weighted median model does not create new opinions, and
does not provide conditions for convergence or persistent dis-
agreement. Opinion evolution has also been studied from
a game-theoretic perspective in [Acemoglu and Ozdaglar,
2011; Bauso and Cannon, 2018; Etesami and Başar, 2015].

A signal from the external source was included as an ad-
ditive term to the FJ-model in [Li and Zhu, 2020]. In com-
parison, [Quattrociocchi et al., 2014] considered the effect
of communication among media outlets on opinion forma-
tion. Emergent behaviors in emergencies when there was
mistrust in sources of information was studied in [Giardini
and Vilone, 2021]. For agents with prospect-theoretic pref-
erences, the relationship between Nash and correlated equi-
libria was characterized in [Phade and Anantharam, 2019;
Phade and Anantharam, 2021]. When agents had to learn be-
haviors in an unknown environment, prospect-theoretic learn-
ing algorithms were designed in [Borkar and Chandak, 2021;
Ramasubramanian et al., 2021]. These works do not provide
provable optimality guarantees or consider the multiple agent
problem setting.

Our Approach. Different from the above methods, our ap-
proach considers multi-agent opinion dynamics and we use
prospect theory to model perception of information from an
external source. We develop a submodular formulation that
yields near-optimal dissemination strategies for the external
source to adopt in order to drive opinions towards a desired
value. We also provide provable probabilistic bounds on the
gap between agents’ opinions computed using Gaussian pro-
cess learning and their true values.

3 Model
This section presents our model of opinion evolution that uses
prospect theory to represent the perception of signals dissem-
inated by an external source. Agents are represented as a set
of nodes V of a directed graph G = (V, E), where |V| = N .
There is an edge in E ⊆ V×V directed from node i to j in G if
agent i’s opinion can be influenced by agent j’s opinion. The
weight of an edge wij quantifies the importance of agent j’s
opinion on i’s opinion. We assume that wij ≥ 0,

∑
j wij = 1
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for all i, j, and that G is strongly connected i.e., there is a
directed path between all pairs of nodes of G.

The opinion of an agent i at time k is denoted xi(k) ∈ R.
We assume that xi(k) = 0 represents a neutral opinion, while
large negative (positive) values indicate strong disagreement
(agreement). We consider an external source that can broad-
cast information on multiple channels- for example, aiming to
sell a product by advertising on television, the Internet, and
newspapers. We assume that there are m channels. For each
channel l = 1, · · · ,m, the external source chooses a dissem-
ination strategy from the set Ql = {q1l (θ), · · · , qrl (θ)}. Each
ql(θ) ∈ Ql is a probability distribution over a discrete random
variable θ. For e.g., if xi(k) indicates an opinion of whether
agent i wants to invest money in a new portfolio, their initial
predisposition could be an indicator of their preference for
investing an amount larger than $1000, and each ql(θ) ∈ Ql

could contain information about predictive trends of the stock
market from a different expert. The external source in this
case will be an aggregator who provides investment advice
by collecting information from multiple experts.

Due to their cognitive biases, each individual might per-
ceive information broadcast by the external source differently.
Such a perception will depend on the level of trust of the in-
dividual in the source, and on the actual information broad-
cast. We use insights from prospect theory [Kahneman and
Tversky, 1979; Tversky and Kahneman, 1992] to characterize
perception of information from the external source. For each
agent i, we use a nonlinear value function vi : R → R, and a
nonlinear probability weighting function pi : [0, 1] → [0, 1],
to transform the value of the random variable and the distri-
bution q(θ). These functions are taken from empirical models
of human behavior developed in the social sciences [Kahne-
man and Tversky, 1979] and address a tendency of humans
to (i) be loss-averse, (ii) assign inflated (deflated) values to
low (high) probability events, and (iii) evaluate outcomes rel-
ative to an internal reference. Choices of pi(·) and vi(·) that
have been examined in the literature [Kahneman and Tversky,
1979] which exhibit the above properties include:

vi(y) =

{
|y −Ref |c+ , y ≥ Ref

−c∗|y −Ref |c− , y < Ref
(1)

pi(η) =
ηα(

ηα + (1− η)α
) 1

α

, (2)

where 0 ≤ α ≤ 1, c∗ > 1, and c+, c− ∈ (0, 1]. An individ-
ual’s perception of information broadcast by the source on a
single channel is characterized by a prospect, defined below.

Definition 1. The prospect of a distribution ql(θ) ∈ Ql for
agent i on channel l is defined as uql

i :=
∑

θ pi(ql(θ))vi(θ).

When there are N agents, the opinion xi(k) of agent i is
modeled as a linear combination of (i) a weighted average of
opinions of its peers

∑
j wijxj(k), (ii) their own initial pre-

disposition xb
i , and (iii) the prospect uql

i , appropriately scaled
by the level of trust Ti that the agent has in information dis-
seminated by the external source. We remove the explicit de-
pendence on θ, and write ql ≡ ql(θ).

Let S := {(l, ql) : l = 1, . . . ,m; ql ∈ Ql}. With
2S denoting the power set of S , we define a collection of
sets A ⊆ 2S by A ∈ A if |A ∩ {(l, ql)}| = 1 for all
l ∈ {1, . . . ,m}. We observe that A is the basis of a par-
tition matroid M = (2S , Y ) where Y are independent sets
defined by {Y ∈ 2S : |Y ∩ (l, ql)| ≤ 1 ∀l = 1, . . . ,m}.
Each set A ∈ A thus maps to a valid dissemination strat-
egy q ∈ Q = Q1 × · · · × Qm for the external source, and
the strategy for channel l is given by the unique ql such that
(l, ql) ∈ A. For a fixed dissemination strategy q (equivalently,
for fixed A ∈ A) the opinion of agent i can be written as:

x(k + 1) = Λ1Wx(k) + Λ2x
b + Λ3T

m∑
l=1

∑
ql:(l,ql)∈A

uql ,

(3)

where x(k) := [x1(k) · · ·xN (k)]T , xb := [xb
1 · · ·xb

N ]T ,
uql := [uql

1 · · ·uql
N ]T , W is a N × N matrix with entries

wij . We define Λ1, Λ2, Λ3 as diagonal matrices with entries
λi1, λi2, λi3 respectively with λi1, λi2, λi3 ∈ [0, 1], and T as
an N ×N diagonal matrix with entries Ti. In Eqn. (3), W is
row-stochastic. We also have Λ1 + Λ2 + Λ3 = I where I is
an N ×N identity matrix. In the remainder of this paper, we
will assume that Λ2 + Λ3 ̸= 0 which implies Λ1 ̸= I .

4 Analysis
In this section, we analyze our prospect-theoretic model in
Eqn. (3) and identify an information dissemination strategy
that the external source can adopt in order to drive opinions
of agents towards a desired value. We first define notions of
convergence and stability for our model and establish condi-
tions to satisfy these notions. Then, we describe how the ex-
ternal source can estimate agent opinions when some model
parameters are unknown, and consequently compute an opti-
mal strategy. Proofs of all results are available in an extended
version at https://rb.gy/2fg1c.

4.1 Model Convergence and Stability
We define notions of convergence and stability to analyze the
steady-state behavior of the opinion dynamics in Eqn. (3).
Definition 2. The opinion evolution described in Eqn. (3)
is convergent if there exists xss := limk→∞ x(k) for initial
agent predisposition xb and strategy q adopted by the external
source. The opinion dynamics is stable if it converges and xss

is independent of the initial values of opinions of agents, x(0).
The values of xb

i and x(0) need not be equal. Let uq :=∑m
l=1

∑
ql:(l,ql)∈A uql where A is a valid dissemination strat-

egy in Q. When the strategy adopted by the external source
is fixed, the value of uq is constant, making the dynamics
in Eqn. (3) linear and time-invariant. We state a result from
[Parsegov et al., 2016; Wolfowitz, 1963] when Λ3 = 0.
Proposition 1 ([Parsegov et al., 2016; Wolfowitz, 1963]).
Assume that the graph G is strongly connected. Then, the
opinion dynamics in Eqn (3) with Λ3 = 0 is convergent if the
graph is aperiodic. The dynamics is convergent and stable
if all the eigenvalues of Λ1W have magnitude < 1, i.e., are
located within the unit circle in the complex plane.
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The above result implies that the opinion dynamics in Eqn.
(3) converges to a unique steady-state value when the external
source uses a fixed strategy q ∈ Q after some time-step k̂.
Theorem 1. Assume G is strongly connected, and let Λ1W ̸=
I . Suppose the strategy q ∈ Q selected by the external source
is fixed from a certain time-step. Then, the opinion dynamics
in Eqn. (3) will be stable. Moreover, the steady-state value
xq
ss will be independent of any strategies the external source

uses prior to using the strategy q.
Theorem 1 implies that we can limit our focus to the case

where the external source uses a fixed strategy q for the anal-
ysis of the steady-state behavior of the opinion dynamics in
Eqn. (3). We use xq

ss to denote the steady-state value of agent
opinions when the external source adopts a strategy q.

4.2 Dissemination Strategy: One Channel
We now develop techniques to determine a dissemination
strategy that will enable the external source to drive agents’
opinions towards a desired value when there is only one chan-
nel available to disseminate information (m = 1). A chal-
lenge faced by the external source is that agents’ initial pre-
dispositions and functions characterizing perceptions of in-
formation broadcast by the source in Eqn. (3) may not be
known. For a fixed strategy q ∈ Q, we can write Eqn. (3) as

x(k + 1) = Λ1Wx(k)︸ ︷︷ ︸
known

+Λ2x
b + Λ3Tu

q︸ ︷︷ ︸
unknown

. (4)

We denote the unknown term in Eqn. (4) as hq :=
Λ2x

b + Λ3Tu
q . Though the external source does not know

hq , it can use observations of the dynamics following Eqn.
(4) to estimate this term. Specifically, the external source
is assumed to have access to a set of noisy observations
D = {zd, yd}Dd=1 corresponding to strategies qd ∈ Q, with
zd := (xd, qd) ∈ RN × Rm and yd ∈ RN is given by
yd = Λ1Wx(k) + hqd + ωd, where ωd ∼ N (0, ξ2) for all d
and ξ ∈ R. The set D can be obtained by the external source
in several ways, including through surveys or from previ-
ous history. From Sec. 4.1, we know that the steady-state
value of the opinion dynamics only depends on the adopted
fixed dissemination strategy after a certain time-step k̂. Thus,
the source may temporarily employ different dissemination
strategies in order to construct elements of D without affect-
ing the steady-state value of opinions. Once such D is avail-
able, the external source can use insights from Gaussian pro-
cess learning [Seeger, 2004] to estimate the unknown func-
tion hq . Using Gaussian process learning enables us to derive
probabilistic bounds on the quality of estimates of hq , and use
these estimates to compute an optimal dissemination strategy.

To use Gaussian process learning, we assume that hq can
be written as hq =

∑∞
γ=0 αγ κq,qγ , where αγ ∈ R and κq,qγ

is a bounded and continuous kernel function. We further as-
sume that hq has a bounded norm on an appropriately de-
fined Hilbert space [Wahba, 1990]. For each zd ∈ D, let
ỹd := yd−Λ1Wx(k). The posterior distribution of hq is char-
acterized by a Gaussian distribution N (µq

D, (σq
D)2) where

µq
D = (κq

D)
T
(KD + ξ2I)−1ỹ, (5)

(σq
D)2 = κq,q − (κq

D)
T
(KD + ξ2I)−1κq

D, (6)

where ỹ = [ỹ1, . . . , ỹD], KD is a D ×D matrix with entries
[KD]dd′ = κqd,qd′ , and κq

D is a vector whose d-th entry is
[κq

D]d = κq,qd . The external source uses the mean µi,D and
standard deviation σi,D to estimate the opinion update of each
agent i. We state a result from [Berkenkamp et al., 2017].
Proposition 2 ([Berkenkamp et al., 2017]). Let ∥hq∥κ ≤ B
and ωd be ξ-sub-Gaussian. Then there exists βD and δ such
that for each i = 1, . . . , N ,

Pr[|µq
i,D − hq

i )| ≤ βDσq
i,D−1] ≥ 1− δ, (7)

where βD = B + 4ξ
√

γD + 1 + ln(1/δ).
When the external source adopts strategy q, Eqns. (5) -

(7) provide a way to estimate the mean and variance of the
unknown part of the opinion dynamics for agent i when us-
ing Gaussian process learning. The term hq in Eqn. (4)
can then be represented as a random vector with mean µq =

[µq
1,D, · · · , µq

N,D]T and covariance Σq = diag [(σq
1,D)

2

, · · · , (σq
N,D)

2
], which can be used to compute the mean and

covariance of xq
ss, as described below.

Proposition 3. The mean and covariance of steady-state
value of agents’ opinions, xq

ss when the external source
adopts strategy q are respectively given by:

µ(xq
ss) = (I − Λ1W )−1µq, and (8)

Σ(xq
ss) = (I − Λ1W )−1Σq(I −WTΛ1)

−1. (9)

The objective of the external source is to drive xq
ss towards

a desired opinion x∗ by selecting a dissemination strategy
from the set Q. This can be characterized by a loss metric

L(q, x∗) :=
1

N
E[(xq

ss − x∗)T (xq
ss − x∗)]. (10)

The objective of the external source will then be to com-
pute the optimal strategy q∗ such that L(q, x∗) is minimum.
With Tr[·] denoting the trace of a square matrix (i.e., the sum
of its diagonal entries), we have the following result.
Proposition 4. The optimal policy q∗ of the external source
that minimizes the metric L(q, x∗) is given by

q∗ = argmin
q∈Q

(
Tr[Σ(xq

ss)] + (µ(xq
ss)− x∗)T (µ(xq

ss)− x∗)
)
,

where µ(xq
ss) and Σ(xq

ss) is given by Eqns. (8) and (9).
Algorithm 1 in the Appendix presents a procedure to de-

termine the optimal dissemination strategy for the external
source based on Propositions 3 and 4.

Since we use the mean and covariance of samples to con-
struct the unknown term hq in Eqn. (4), there could be a gap
between the true value of (xq∗

ss − x∗) and the value obtained
using (µ(xq∗

ss)−x∗). Defining G(q, x∗) := 1
N

((
xq
ss−x∗)−

(µ(xq
ss)−x∗)

)T (
xq
ss−x∗)−(µ(xq

ss)−x∗)
))

, our next result
provides a probabilistic bound on the magnitude of this term.
Proposition 5. Let the constants δ and βD be as specified in
Proposition 2. Then, with σq∗ := [σq∗

1,D, · · · , σq∗

N,D]T ,

Pr[G(q∗, x∗) ≤ β2
D

N
(σq∗)T (I −WTΛ1)

−1(I − Λ1W )−1σq∗ ]

≥ (1− δ)N .

The above bound holds for any strategy q ∈ Q.
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4.3 Dissemination Strategy: Multiple Channels
When the external source can broadcast information on
multiple channels, its objective is to determine q∗ :=
(q∗1 , . . . , q

∗
m) ∈ Q to minimize ||xss − x∗||2. From Eqn. (3),

xss = (I − Λ1W )−1(Λ2x
b + Λ3T

∑m
l=1

∑
ql:(l,ql)∈A uql).

Define Φ := (I − Λ1W )−1Λ3T ; Ψ := (I − Λ1W )−1Λ2x
b.

With Φj denoting the columns of Φ, the objective of the ex-
ternal source is to determine q∗ to minimize:

||Ψ+
N∑
j=1

m∑
l=1

∑
ql:(l,ql)∈A

Φju
ql
j − x∗||2 (11)

=
N∑
i=1

(Ψi − x∗
i +

N∑
j=1

m∑
l=1

∑
ql:(l,ql)∈A

Φiju
ql
j )

2 =: g(A).

Since the problem of computing an optimal strategy across
multiple channels is combinatorial in nature, we will leverage
insights from submodular optimization to efficiently compute
near-optimal strategies [Fujishige, 2005]. The next result es-
tablishes submodularity of the objective in Eqn. (11). As a
consequence, the problem of selecting an optimal strategy q∗

for the external source will be equivalent to identifying a basis
A ∈ A (Eqn. (3)) that minimizes g(A).
Theorem 2. There exists a supermodular function ḡ(A) such
that ḡ(A) = g(A) for all A ∈ A.

Theorem 2 allows us to recast our goal of learning a
dissemination strategy as solving an equivalent constrained
submodular maximization problem. Submodularity of the
problem implies that an efficient local search algorithm can
be used to obtain a dissemination strategy with a provable
constant-factor optimality bound [Feige et al., 2011]. Algo-
rithm 2 in the Appendix presents a procedure to determine a
dissemination strategy. At each iteration, we search over all
channels l = 1, . . . ,m and all actions ql ∈ Ql. For each ql,
we check if replacing the current information dissemination
strategy for channel l with ql will reduce the cost function of
Eq. (11). If so, we choose ql as the information dissemination
strategy of channel l. The procedure terminates when it is not
possible to further reduce the cost.

Theorem 3 provides a bound on the gap between the solu-
tion returned by Algorithm 2 and the actual optimal solution.
The proof is presented in the Appendix.
Theorem 3. There exists a sufficiently large constant Z for
which the dissemination strategy A returned by Algorithm 2
satisfies 6(Z − ḡ(A)) < Z − ḡ(A∗), where A∗ is the optimal
solution to min{ḡ(A) : A ∈ A}.

When information about initial predispositions and func-
tions characterizing the perceptions of information broadcast
by the external source is not available, we can use the Gaus-
sian process learning procedure from Sec. 4.2 to determine
probabilistic bounds on the quality of estimates of the un-
known function hql for each channel l.

5 Experiments
In this section, we describe our experimental setup, parame-
ters of our prospect-theoretic model, and the graph networks
we use to evaluate our model. We then present our results.

5.1 Evaluation Setup and Models
We consider three graph networks:
(i) Watts-Strogatz small world graph [Watts and Strogatz,
1998]: We assume N = 1000 nodes. Edges between nodes
are generated with avg. degree 8 and rewire probability 0.3.
(ii) Barabási-Albert scale-free graph [Barabási and Albert,
1999]: We assume N = 1000 nodes. We start with N0 = 100
nodes and add nodes until N = 1000. An edge is added to
connect a newly added node with existing nodes with proba-
bility proportional to the existing node’s degree.
(iii) Facebook friendship social network graph [Rossi and
Ahmed, 2015]: We use a subset of the Facebook friendship
graph with N = 2235 nodes and 91000 edges from a dataset
called ‘Amherst41’ collected in 2015.
The Watts-Strogatz and Barabási-Albert graphs are random
graphs where the connectivity of the graphs are determined
from a probability distribution. In each graph (including the
deterministic Facebook friendship social network graph), we
assign edge weights wij ∼ Unif(1, 10) and normalize the
weights to ensure that the matrix W is row-stochastic.

In order to evaluate the impact of information disseminated
by the external source, we compare our prospect-theoretic
model of opinion evolution in Eqn. (3) with an expectation-
based update model, given by:

xE(k + 1) = Λ1WxE(k) + Λ2x
E(0)

+ Λ3T 1N

( m∑
l=1

∑
ql:(l,ql)∈A

∑
θ

ql(θ)θ
)
, (12)

xE are agent opinions when following the expectation based
update model and 1N is an N−dimensional vector with all
entries equal to 1. We assume that xb

i = xi(0) for all agents.
Eqn. (12) is a generalization of the model proposed in [Li and
Zhu, 2020], and serves as a benchmark to evaluate the role of
prospect-theory in determining an information dissemination
strategy for the external source. Eqn. (12) is a special case of
the opinion model in Eqn. (3) when Ref = 0, c+ = c− =
c∗ = α = 1 in Eqns. (3) - (2). Unless indicated otherwise,
λi1 = 0.1, λi2 = (0.3 + ϵi), and λi3 = (0.6 − ϵi) for each
agent i in Eqn. (3), where ϵi ∼ Unif(0, 0.05).

The external source aims to drive the opinions of agents
towards a desired value x∗ = 1. In Eqns. (3) and (12), the
parameter θ is a discrete random variable. The set of dissem-
ination strategies Ql is such that |Ql| ∈ {5, 20}, and each
ql(θ) ∈ Ql is some valid probability distribution over out-
comes of the random variable θ. We set the number of chan-
nels m = 3 for experiments with multiple channels. The ob-
jective of the external source is to select q ∈ Q to minimize
the average distance L(q, x∗) of agents’ final opinions from
the desired opinion x∗. Agents’ perceptions of information
disseminated by the external source is characterized by Eqns.
(3) - (2). We choose Ref ∼ Unif(−1, 1), c+, c−, α from
Unif(0, 1), and c∗ ∼ Unif(1, 2). To carry out Gaussian
Process learning, we assume that the external source collects
|D| = 200 noisy observations of opinions, where the noise
ωd ∼ N (0, 0.1). We use the squared exponential kernel κq,qγ

in Eqns. (5) - (6) to determine the mean and standard devia-
tion of the posterior of the unknown term hq in Eqn. (4).
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Initial Opinion WS: % Final Opinion > 0.5 BA: % Final Opinion > 0.5 FB: % Final Opinion > 0.5

PT (Eq. (3)) Exp. (Eq. (12)) PT (Eq. (3)) Exp. (Eq. (12)) PT (Eq. (3)) Exp. (Eq. (12))

Unif(−1, 0) 18.5% 0 12.1% 0 7.91% 0
Unif(0, 1) 21.6% 0.51% 22.1% 0.65% 15.26% 0

Unif(−1, 0.5) 14.5% 0 14.7% 0.1% 9.49% 0
Unif(−1,−0.5) OR

Unif(0.5, 1) 17.7% 6.5% 17.9% 5.6% 12.13% 0

Table 1: This Table summarizes the final opinions of agents when the external source aims to drive opinions towards x∗ = 1 in the Watts-
Strogatz (WS), Barabasi-Albert (BA), and Facebook social network (FB) graphs. We compare opinion evolution under our proposed prospect-
theoretic model (PT) with the expectation-based update model (Exp). For different distributions of initial opinions, we examine the fraction
of agents whose final opinions are in strong agreement (x > 0.5) with x∗. We observe that our PT model consistently results in a significantly
larger fraction of agents whose final opinions are in strong agreement with the opinion desired by the external source.

5.2 Results
Given initial opinion values of the agents, we compare their
final values when opinions evolve following (i) our model
with prospect-theoretic information dissemination in Eqn.
(3), (ii) the FJ model in Eqn. (20), and (iii) the expectation-
based update model in Eqn. (12).

When x∗ = 1, agent i is said to be in strong agreement if
xi > 0.5. Table 1 shows that our prospect-theoretic opinion
model consistently results in a greater fractions of final opin-
ions moving towards the desired opinion x∗ for all three graph
networks, and across different distributions of agents’ initial
predispositions when the external source disseminates infor-
mation along a single channel. We believe this is because our
model adequately represents the agents’ heterogeneous per-
ceptions of information (characterized by different values of
uq
i for each i in Definition 1) from the external source, which

aids in guiding their final opinions towards x∗. In compari-
son, the expectation-based update is less effective because it
does not leverage the heterogeneity of agents’ perceptions.

We present additional results demonstrating the effective-
ness of our model in terms of final opinions of agents when
agents’ initial predispositions are in disagreement with x∗ in
the Appendix. We observe that the external source is able
to drive a larger fraction of agent opinions towards x∗ when
it chooses a dissemination strategy that takes into account
prospect-theoretic perceptions of information (Eqn. (3)).

We compare values of the average distance of agents’ fi-
nal opinions from the desired opinion x∗ (L(q, x∗) in Eqn.
(10)) when the external source takes into account prospect-
theoretic perceptions of agents and when it does not dur-
ing computation of an optimal dissemination strategy, given
that agents’ opinions evolve according to Eqn. (3). Tables
2 and 3 respectively show cases when the external source
can disseminate information along one and multiple chan-
nels. We select initial predispositions of agents according to
Unif(−1, 0). When considering prospect-theoretic agents,
the external source computes the optimal dissemination strat-
egy q∗ using Algorithm 1 when opinion evolution is deter-
mined by Eqn. (3). When the source ignores possible cogni-
tive biases of agents, it calculates a dissemination strategy q̂
assuming opinions evolve according to Eqn. (12). Explicitly
accounting for PT-based behaviors when computing a dis-
semination strategy results in a smaller average distance of
agents’ final opinions to x∗.

Network PT (Eqn. (3)) Exp. (Eqn. (12))
Watts-Strogatz 1.488 2.223
Barabási-Albert 1.709 2.457

Facebook 2.343 2.625

Table 2: This Table compares the average distance, L(q, x∗) (Eqn.
(10)), of the final opinions of agents from the desired opinion x∗

when the external source sends information along exactly one chan-
nel. For all three graph networks, L(q, x∗) is lower when the exter-
nal source computes an optimal dissemination strategy that consid-
ers prospect-theoretic agents (Column 2) compared to a strategy that
does not consider such behavior (expectation based-update, Col. 3).

Network PT (Eqn. (3)) Exp. (Eqn. (12))
Watts-Strogatz 5.518(5.070) 6.316
Barabási-Albert 5.527(5.078) 6.328

Facebook 5.408(4.191) 6.983

Table 3: This Table compares the average distance, L(q, x∗) (Eqn.
(10)), of the final opinions of agents from the desired opinion x∗

when the external source sends information along three channels.
We observe that for all three networks, L(q, x∗) is lower when
the external source computes dissemination strategies that consider
prospect-theoretic agents (Column 2) compared to a strategy that
does not consider such behavior (expectation based-update, Column
3). Values in parentheses in Column 2 indicate the average distance
when using the true optimal policy. We also observe that local search
(Algorithm 2) is effective in finding a solution that is near-optimal.

When the external source can transmit information along
m = 3 channels, we again observe in Table 3 that explicitly
accounting for prospect-theoretic agent behavior when com-
puting a dissemination strategy results in a smaller average
distance of agents’ final opinions to x∗. Further, we observe
that using local search (Algorithm 2) returns a solution that
is within a constant-factor gap of the actual optimal solution,
which follows from Theorem 3.

Fig. 1 illustrates the role of the parameters Ref , c+, and c∗
in Eqns. (3) - (2) that characterize prospect-theoretic agents.
We achieve this by comparing the average distance between
steady-state values of opinions when following our prospect-
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(a) (b) (c)

Figure 1: This Figure shows the sensitivity of our prospect-theoretic opinion model to parameters Ref, c+, c∗ in Eqns. (3) - (2) that
characterize prospect-theoretic perceptions of agents. We measure the sensitivity by computing the steady-state deviation, J (defined as the
average distance between steady-state opinion values when following our prospect-theoretic opinion model in Eqn. (3) and the expectation-
based update model in Eqn. (12)). Fig. (a) shows that J increases as the value of the reference Ref is farther away from zero, since opinions
following dynamics in Eqn. (3) and Eqn. (12) could evolve in different directions when Ref ̸= 0. Fig. (b) shows that J is minimum when
c+ = 1 for the Facebook social network (black curve), since the perceived value of the signal from the external source will be equal to
the actual value offset by Ref . Smaller values of c+ will affect the signal from the external source in a nonlinear manner, which increases
the value of J . The Watts-Strogatz (blue) and Barabási-Albert (red) graphs are relatively less sensitive to changes in c+. The parameter
c∗ quantifies the increase in the perceived value of the signal from the external source when its true value is lower than Ref . Fig. (c)
indicates that the value of J is proportional to c∗. The richness of our prospect-theoretic opinion model is underscored by the insight that the
expectation-based update model corresponds to the case when Ref = 0, c+ = c∗ = 1.

theoretic opinion model in Eqn. (3) and when following the
expectation update model in Eqn. (12). The steady-state de-
viation is J := 1

N |Q|
∑

q∈Q(x
q
ss−xEq

ss )
T (xq

ss−xEq

ss ), where
xq
ss and xEq

ss are steady-state values of agent opinions in Eqns.
(3) and (12) for the external source strategy q.

In Fig. 1a, we compute the value of J while varying the
agent’s individual reference point Ref in the range [−1, 1],
and keeping c+, and c∗ fixed. We observe that the average
steady-state deviation is smaller when Ref is closer to 0. A
reason for this is that when Ref is closer to 0, the actual value
of the signal provided by the external source and the value of
this signal as perceived by the agent will have the same sign.
However, for values of Ref farther away from 0, the direction
of opinion evolution following Eqn. (3) or Eqn. (12) could
be different, which results in an increased value of J .

Fig. 1b shows values of J for c+ ∈ (0, 1) in Eqn. (2), while
Ref, c∗ are fixed. For the Facebook graph (black curve), the
average steady-state deviation is minimum at c+ = 1, when
the perceived value of the signal from the external source will
be equal to the actual value offset by Ref . For smaller val-
ues of c+, the nonlinear value function in Eqn. (2) increases
the value of signals from the external source that are lower in
magnitude, while decreasing that of signals with larger mag-
nitude. The Watts-Strogatz (blue) and Barabási-Albert (red)
graphs are less sensitive to changes in c+. This could be due
to higher average degrees of nodes in these graphs.

Fig. 1c shows values of J when c∗ ∈ (1, 2] for fixed Ref
and c+. A larger c∗ indicates that signals from the external
source with value y < Ref are increased more than signals
with value y > Ref , which results in a larger value of J .

Setting the parameters Ref, c+, c∗ to 0, 1, 1 respectively
yields the expectation-based update model (thereby captur-

ing identical agent preferences), showing the generality of our
framework. This analysis also provides a mechanism to tune
values of these parameters based on observations of agent be-
havior to adaptively learn optimal dissemination strategies in
an adaptive manner. Determining strategies to adaptively tune
these parameter values is an area of future research.

6 Conclusion

This paper proposed a new model of opinion evolution in
the presence of information provided by an external source
over multiple channels (e.g., Internet, television) when in-
dividuals exhibit cognitive biases. We used prospect theory
to represent agents’ perception of information disseminated
along each channel. When initial predispositions and func-
tions characterizing agents’ perception of information were
not known, we used Gaussian process learning to compute
optimal strategies for the external source to adopt in order to
drive opinions of individuals towards a desired value. In the
multi-channel case, we additionally proved that the problem
of jointly selecting optimal dissemination strategies across
each channel was submodular and developed near-optimal in-
formation dissemination algorithms. Experiments on three
widely adopted social network models- the Watts-Strogatz,
Barabási-Albert, and Facebook friendship graph networks-
showed that the external source was more effective in driv-
ing opinions of individuals towards a desired value when us-
ing our prospect-theoretic model than a baseline model that
used an expectation-based update. Analyzing the sensitiv-
ity to changes in parameters associated to prospect-theoretic
agent perceptions provided fine-grained insight into the role
of each parameter in opinion evolution.
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Ethics Statement

The opinion model developed in this paper captures cognitive
biases of individuals in a population, different perceptual im-
pacts, and importance assigned by individuals to information
disseminated by an external source. Models that enable an
external entity to shape opinions of members in a population
raise ethical concerns, since they can be used for both societal
good (e.g., promoting best practices to eliminate disease) and
for harm (e.g., spread of propaganda).

Potential concerns on the role of the external source in-
clude the ability to spread propaganda, fake news, or hateful
discourse by authoritarian regimes or malicious actors to ma-
nipulate public opinion in support of harmful policies. Even
in democratic societies, there have been multiple reports of
disinformation spread, for e.g., textbooks being rewritten in
ways that marginalize or malign sections of the population,
automated fake news generation [Zellers and others, 2019],
and through social media platforms. Each case requires de-
signing and implementing a different mitigating strategy.

Within a democracy, a multi-pronged solution mechanism
that includes a combination of fact-checking, verification
by trusted third parties, and deploying spam filters [Nakov
and Da San Martino, 2020] can be adopted. Educational
and outreach initiatives involving synergies among organi-
zations with widespread reach, including governments, busi-
nesses, academic institutions, and non-profit groups across
cultural and political boundaries will be critical to develop-
ing transparent solutions to understand, distinguish, and ver-
ify information disseminated by external sources [Kokuryo et
al., 2020]. Developers of such tools and mechanisms must
periodically update their systems, and maintain continuous
engagement with all stakeholders involved to improve effi-
cacy. Research efforts that focus on adapting automated fake
news generators to serve as fake news detectors have reported
some success [Zellers and others, 2019]. Harmful actions
by authoritarian regimes to manipulate public opinion can be
thwarted through coordinated implementation (by groups of
countries, or by a world-body like the UN) of preventive mea-
sures such as international sanctions to ensure adherence to
international laws and norms such as well-established human
rights conventions [Maclaurin et al., 2019].

On the other hand, in some settings, public communica-
tion of information is of paramount importance, and recog-
nizing heterogeneities in perceptions of, and varying levels
of trust placed by individuals in information provided by an
external source is critical [Rimal and Lapinski, 2009]. One
such setting is public health communication, in which the
source is an agency that aims to communicate best practices
to eliminate diseases, or advertise effects of smoking/ sugary
products to reduce cancer, obesity, and diabetes. Different
from heuristics-based approaches (e.g., data-driven vaccine
dissemination strategies to reduce infant mortality in Nigeria
[Nair and others, 2022]), we present a principled approach to
design and optimize the allocation of remedial interventions
by the source that takes into account cognitive preferences
exhibited by humans in the real world.
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