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Abstract
Controlling the degree of stylization in the Neural
Style Transfer (NST) is a little tricky since it usu-
ally needs hand-engineering on hyper-parameters.
In this paper, we propose the first deep Reinforce-
ment Learning (RL) based architecture that splits
one-step style transfer into a step-wise process for
the NST task. Our RL-based method tends to pre-
serve more details and structures of the content im-
age in early steps, and synthesize more style pat-
terns in later steps. It is a user-easily-controlled
style-transfer method. Additionally, as our RL-
based model performs the stylization progressively,
it is lightweight and has lower computational com-
plexity than existing one-step Deep Learning (DL)
based models. Experimental results demonstrate
the effectiveness and robustness of our method.

1 Introduction
Neural style transfer (NST) refers to generation of a pastiche
image combining the semantic content of one image (the con-
tent image) and the visual style of another image (the style im-
age) using a deep neural network. NST can be used to create
stylized non-photorealistic rendering of digital images with
enriched expressiveness and artistic flavors.

Existing NST methods usually generate a stylized image
with a one-step approach: a neural network is trained to min-
imize a loss function of the visual similarity between the con-
tent image and the stylized image and the style similarity be-
tween the style image and the stylized image [Cheng et al.,
2021], and the trained Deep Learning (DL) model is run once
to create a stylized image. This one-step approach has an
apparent limitation: it is hard to determine a proper level of
stylization to fit various flavors of different users since the
ultimate metric of style transfer is very subjective. It is ob-
served that generated stylized images by current NST meth-
ods tend to be under- or over-stylization [Cheng et al., 2021].
A remedy to under-stylization is to apply the DL model itera-
tively until a desired level of stylization is reached. However,
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this solution may suffer from high computational cost due to
intrinsic complexity of one-step DL models. Other existing
methods, like [Gatys et al., 2015b] and [Huang and Belongie,
2017], play a tradeoff between content and style by adjusting
hyper-parameters. These methods are inefficient since there
is no guarantee that a user can get the expected output via
one-time adjusting.

To address the aforementioned limitations of existing DL-
based NST methods, we propose a novel framework in this
paper, called RL-NST, based on a reinforcement-learning
(RL) framework to progressively perform style translation as
shown in Fig. 1. Given a content image, we consider the styl-
ized content to be added progressively by the stylizer. More
specifically, a stochastic actor in RL-NST first estimates a 2D
Gaussian distribution to sample hidden actions, then uses the
action to control the stylizer to generate an intermediate styl-
ized image, which is in turn passed to the actor as the input
for the next step. Our model also includes a critic to evalu-
ate the latent action. The whole structure is shown in Fig. 2.
Furthermore, by using a CNN+RNN architecture [Mirowski
et al., 2017] for the actor and stylizer for both frame-wise
and step-wise smoothing, our model can perform video NST
tasks. To the best of our knowledge, this is the first work that
successfully leverages RL for the NST scenario.

Our major contributions can be summarized as follows:
1) We propose the first reinforcement-learning-based NST
method, RL-NST, that facilities step-wise style transfer. It
provides more flexible control of the degree of stylization
without any hyper-parameter adjustment during generation
of stylized images. 2) Our RL-NST stylizes a content im-
age progressively, with increased stylization along with more
iterations (see Fig. 1). It leads to a lightweight NST model
compared with existing one-step DL-based methods, making
it computationally more efficient. 3) From our extensive ex-
periments, our RL-NST demonstrates better effectiveness and
robustness than existing state-of-the-art methods on both im-
age and video NST tasks.

2 Related Work
Neural Style Transfer. Since the seminal work of Gatys et
al. [Gatys et al., 2015b] that uses a neural network to pro-
duce striking stylized art images, many methods have been
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Figure 1: Illustration of our step-wise style transfer process. Content images are stylized smoothly stronger along with prediction steps. Our
step-wise method can easily control the degree of stylization: the model tends to preserve more details and structures of the content image in
early steps, and synthesize more style patterns in later steps. It is a user-easily-controlled style transfer method.

proposed to improve the quality and/or running efficiency
of NST algorithms. Existing NST methods can be divided
roughly into two groups: image-optimization-based [Gatys
et al., 2015b; Li et al., 2017a; Risser et al., 2017] and
model-optimization-based [Johnson et al., 2016; Ulyanov et
al., 2016a; Chen et al., 2017; Huang and Belongie, 2017;
Sheng et al., 2018; Park and Lee, 2019; An et al., 2021].

Reinforcement Learning. Reinforcement learning (RL)
concerns how an agent takes actions in an environment to
maximize its cumulative reward. Standard RL works well
on tasks with finite and discrete action spaces. For real-
world tasks with high dimensional continuous actions, such
as robotic control [Tassa et al., 2018; Gu et al., 2017;
Xiang et al., 2022], maximum entropy RL (MERL) and its
variants, including Soft Q-learning [Haarnoja et al., 2017;
Zhao et al., 2019] and SAC [Haarnoja et al., 2018; Hu et al.,
2023], have been proven to have a stable and powerful perfor-
mance. But they still have limitations to handle high dimen-
sional continuous state and action spaces in image-to-image
(I2I) transformation and synthesis. To address this problem,
SAEC [Luo et al., 2021] extends the traditional MERL frame-
work [Haarnoja et al., 2018] with an additional executor. It
shows promising performance on several I2I tasks. However,
its actions are 1D vectors, which do not preserve 2D spatial
information of images.

3 Our RL-NST Framework
We formulate NST as a decision-making problem. Instead
of directly converting a content image to a stylized image in a
single step, we propose to use a lightweight model to perform
the translation progressively, with more stylization added to
the stylized image as the translation progresses.

Let (c, e) be a pair of content and style images from image
domain X ∈ Rd, where d is the dimension. Our model con-
sists of three components, as shown in Fig. 2: an actor πϕ pa-
rameterized by ϕ, a stylizer ηψ with model parameters ψ, and
a critic Qθ parameterized by weights θ. The actor generates a
latent action according to a stochastic policy, so as to capture
the style transfer control. The critic evaluates the generated
action. The stylizer leverages the latent action and image de-
tails to perform style transfer on the content image and gener-
ate a stylized image, referred to as a moving image, which up-
dates the environment and is used subsequently as the content

image in the next iteration. We use the pre-trained VGG [Si-
monyan and Zisserman, 2014] as our feature extraction net-
work because it is widely used such as in [Chen et al., 2021;
Lin et al., 2021]. Actor πϕ and stylizer ηψ are supervised
jointly with content loss, style loss, total variation regulariza-
tion, and compound temporal regularization (for video only)
on the current content image (i.e., the moving image). Fur-
thermore, the actor πϕ and critic Qθ form an actor-critic
model.

3.1 RL-NST Settings
In forming our model, we define the infinite-horizon Markov
decision process (MDP) as tuple (S,A,P, r, γ), where S is
a set of states, A is the action space, and P : S × S × A →
[0,∞) represents the state transition probability of the next
state st+1 given st ∈ S at time t and action a ∈ A,
r : S × A → R is the reward emitted from each transition,
and γ ∈ [0, 1] is the reward discount factor. Specifically,
(1) State. State st is the moving image, initialized by the
content image. (2) Action. To extract high-level abstraction
at of st from the actor, a stochastic latent action is modeled
as at ∼ πϕ(at|st). In practice, it can be obtained by us-
ing a reparameterization trick [Kingma and Welling, 2013]
at = fϕ(ϵt, st), where ϵt is an input noise vector sampled
from a 2D Gaussian distribution. The moving image at time
t, i.e., state image st+1, is created by the stylizer based on at
and current state image st. (3) Reward. It is from the en-
vironment E , obtained by measuring the difference between
current state st and the style image. The higher the difference
is, the smaller the reward is.

3.2 Network Architecture
The Actor is a neural network model that consists of three
convolutional layers and a residual layer. After each convolu-
tional layer, there is an instance norm layer and a ReLU layer.
In the residual layer, we use the residual block designed by He
et al. [He et al., 2016]. The actor estimates a 2D Gaussian dis-
tribution for sampling our latent actions, which is forwarded
to the stylizer to generate the moving image. The dimension
of our latent action is 64×64, which is a 2D sample and able
to preserve more spatial structure information of images. No-
tably, the actor in our method is to learn the latent actions,
which are more compact than the image presentation. The
learned actions are controlled by our framework to guide the
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Figure 2: Our RL-NST framework. Left: The state is initialized with the content image (or video frame). After the first iteration, we use
only the moving image as the state. Latent-action at is sampled from a 2D Gaussian distribution and is concatenated with the critic’s output.
It is estimated by the policy πϕ: at ∼ πϕ(at|st). The predicted moving image is generated by stylizer ηψ . Note that the VGG networks are
pre-trained and fixed for the feature extraction during the training process. Right: The structure of the actor and stylizer for image and video
NST, respectively. More details of the network structure can be found in Appendix.

stylizer to generate stylized images instead of the reconstruc-
tion.

The Stylizer has three up-sampling layers correspondingly.
More importantly, by using 2D Gaussian sampling, our actor-
stylizer structure is a fully convolutional network (FCN),
which can process images of any input size, instead of only
accepting test images of the same size as training images. We
also use three skip connections between the actor and the styl-
izer to stabilize the training process.

To handle video NST tasks, we expand the actor-stylizer to
include RNN layers by following the work [Mirowski et al.,
2017]. In particular, the ConvGRU layer [Shi et al., 2015] is
used for the FCN structure (see the right bottom of Fig. 2).
We add Step-wise GRU [Mirowski et al., 2017] to actor and
Frame-wise GRU [Donahue et al., 2017] to stylizer. Specifi-
cally, for each frame, the hidden state of the Step-wise GRU
at each step comes from the output of the Step-wise GRU at
the previous step. The role of Step-wise GRU is to make the
model maintain better content consistency. Furthermore, the
hidden state of the Frame-wise GRU at each step is derived
from the output of the Frame-wise GRU at the same step in
the previous frame. Frame-wise GRU can make the model
maintain better inter-frame consistency.

The Critic consists of seven convolutional layers and one
fully-connected layer at the end. Since using standard zero-
padded convolutions in style transfer leads to serious artifacts
on the boundary of a generated image [Ulyanov et al., 2016b],
we use reflection padding instead of zero padding for all the
networks.

3.3 Model Training
Our RL-NST contains two learning procedures, namely style
learning and step-wise learning.

Style Learning
To make the moving image not deviate from the content im-
age, actor πϕ (encoder) and stylizer ηψ (decoder) are trained
together to preserve the perceptual and semantic similarity
with the content image. More specifically, the actor and
the stylizer form a conditional generative process that trans-
lates state st to output moving image mt via the mapping

mt = ηψ(πϕ(st)) at time t. Note that st is initialized to
content image c and st+1 is equivalently mt. Inspired by
[Johnson et al., 2016], we apply the content loss LCO, style
loss LST , and total variation regularization LTV to opti-
mize the model parameters of πϕ and ηψ in the image set-
ting. These losses can better measure perceptual and seman-
tic differences between the moving image and content image
c. For the video setting, we add an additional loss named
compound temporal regularization LCT , which can force the
model to generate temporal consistent results under the com-
pound transformation. More details about these losses are as
follows.
Content Loss LCO. Following [Johnson et al., 2016], we
use a pre-trained neural network F to extract the high-level
feature representatives of mt and c. The reason for using
this F is to encourage moving image mt to be perceptually
similar to content image c but does not force them to match
exactly. Denote F j(·) as the activations of the j-th layer of F .
Suppose j-th layer is a convolutional layer, then the output of
F j(·) will be a feature map with size Cj ×Hj ×W j , where
Cj , Hj , and W j represent the number of channels, height,
and width in the feature map of layer j, respectively. We ap-
ply the Euclidean distance, which is squared and normalized
to design the content loss as follows,

LCO(mt, c) =
1

CjHjW j
∥F j(mt)− F j(c)∥22.

Style Loss LST . To penalize mt when it deviates in content
from c and in style from e, following [Gatys et al., 2015a],
we define a Gram matrixGj(x) = F̃ j(x)(F̃ j(x))⊤

CjHjW j ∈ RCj×Cj

,
where F̃ j(·) is obtained by reshaping F j(·) into the shape
Cj × HjW j . The style loss can be defined as a squared
Frobenius norm of the difference between the Gram matri-
ces of mt and e. To preserve the spatial structure of images,
we use a set of layers, J , instead of a single layer j. Thus,
we define the style loss to be the sum of losses for each layer
j ∈ J (J = 4 in our experiments):

LST (mt, e) =
J∑
j=1

∥Gj(mt)−Gj(e)∥2F .
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Total Variation Regularization LTV . To ensure spatial
smoothness in moving image m, we use a total variation reg-
ularizer LTV (mt), which has been widely used in existing
works [Mahendran and Vedaldi, 2015; Johnson et al., 2016].
Compound Temporal Regularization LCT . Inspired by
[Wang et al., 2020], we add a compound temporal regular-
ization for video style transfer. Specifically, we first generate
motions M(·) and then synthesize adjacent frames. With this
approach, we do not need to estimate optical flow in the train-
ing process and we can guarantee the optical flows are abso-
lutely accurate. Given noise△, to maintain temporal consis-
tency, we can minimize the following loss

LCT = ∥ηψ(πϕ(M(st) +△))−M(mt)∥1.

Summing up all the components, the final style learning
loss is

L =

for image︷ ︸︸ ︷
LCO + λLST + βLTV +ζLCT︸ ︷︷ ︸

for video

, (1)

where λ, β, and ζ are hyper-parameters to control the sensi-
tivity of each term. For image style transfer, we use the first
three terms. For video style transfer, we use all terms. Then
we can update ϕ and ψ from the actor and stylizer by using
the gradient descent method with a predefined learning rate η
with the following steps:

ϕ← ϕ− η∇ϕL, ψ ← ψ − η∇ψL. (2)

Step-wise Learning
Our step-wise learning is based on the MERL frame-
work [Haarnoja et al., 2018], where rewards and soft Q values
are used to iteratively guide the stochastic policy improve-
ment. Moreover, we focus on latent action a, and use it to
estimate a soft state-action value to encourage high-level poli-
cies. Specifically, we concatenate at to the downsampled vec-
tor of the critic and output soft Q function Qθ(st,at), which
is an estimation of the state value at time t. Because the critic
is used to evaluate the actor, rewards rt and the soft Q values
are used to iteratively guide the stochastic policy improve-
ment by minimizing the soft Bellman residual:

JQ(θ) = E(st,at)∼D
[1
2

(
Qθ(st,at)−(

rt + γEst+1
[Vθ̄(st+1)]

))2]
,

where D is a replay pool and Vθ̄(st) =
Eat∼πϕ

[Qθ̄(st,at) − α log πϕ(at|st)]. Note that we
utilize the negative value of LST (st, e) for rt in practice.

The critic network Qθ̄ is used to stabilize the training,
whose parameters θ̄ are obtained by an exponential moving
average of parameters of the critic network [Lillicrap et al.,
2015]: θ̄ → τθ + (1 − τ)θ̄, with hyperparameter τ ∈ [0, 1].
To optimize JQ(θ), we use the gradient descent with respect
to parameters θ as follows,

θ ←θ − ηQ▽θQθ(st,at)
(
Qθ(st,at)

−rt − γ [Qθ̄(st+1,at+1)− α log πϕ(at+1|st+1)]
)
,

Algorithm 1: RL-NST
Input: c, e, and replay pool D
Init: ϕ, ψ, θ, θ̄, D ← ∅, η, ηQ, ηϕ, and environment E
for each iteration do

for each environment step do
at ∼ πϕ(at|st)
st+1, rt ∼ P(st+1|st,at)
D ← D ∪ {(st,at, rt, st+1)}

end
for each gradient step do

Sample from D
Update θ, ϕ, ψ by using Eq.(2), (3.3), and (3)

end
end

where ηQ is a learning rate. Since the critic works on the ac-
tor, it will affect the actor’s decisions. Therefore, the follow-
ing objective can be applied to minimize the KL divergence
between the policy and a Boltzmann distribution induced by
the Q-function,

Jπ(ϕ) =Est∼D
[
Eat∼πϕ

[α log(πϕ(at|st))−Qθ(st,at)]
]

=Est∼D,ϵt∼N (µ,Σ)

[
α log(πϕ(fϕ(ϵt, st)|st))

−Qθ(st, fψ(ϵt, st))
]
.

The last equation holds because at can be evaluated by
fϕ(ϵt, st), as we discussed before.Note that hyperparameter
α can be automatically adjusted by using the method pro-
posed in [Haarnoja et al., 2018]. Similarly, we apply the
gradient descent method with a learning rate ηϕ to optimize
parameters as follows,

ϕ←ϕ− ηϕ
(
▽ϕα log(πϕ(at|st)) +

(
▽at

α log(πϕ(at|st))

−▽at
Qθ(st,at)

)
▽ϕfϕ(ϵt, st)

)
.

(3)
The pseudo-code of optimizing RL-NST is described in

Algorithm 1. All parameters are optimized based on the sam-
ples from replay pool D.

4 Experiments
We have conducted a series of experiments to evaluate the
effectiveness of RL-NST in realizing step-wise style transfer
on both image and video NST tasks. Our code, a user study,
and additional results with more detailed information can be
found in the supplementary materials.

4.1 Experimental Settings
Datasets. (1) For image style transfer, we select style im-
ages from WikiArt [Phillips and Mackintosh, 2011] and use
MS-COCO [Lin et al., 2014] as content images in which the
training set includes 80K images and the test set includes
40K images. All training images are resized to 256×256.
In the inference stage, our method is applicable for content
images and style images of any size. (2) For video style
transfer, we randomly collect 16 videos of different scenes
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Figure 3: Qualitative comparison. The first two columns show the content and style images, respectively. The rest of the columns show
the stylization results generated with different style transfer methods, with the last two columns of our step-wise results at step 1 and 10,
respectively.

Methods Johnson et al. AdaIN WCT SANet LapStyle ArtFlow IEContraAST AdaAttN StyTR2 Ours(step=1) Ours(step=10)
Content loss 1.597 2.222 2.322 1.941 2.292 1.538 1.668 1.447 1.510 0.868 1.387

Style loss 1.985e-05 1.269e-05 1.626e-05 7.062e-06 2.117e-05 1.486e-05 8.863e-06 1.033e-05 9.178e-06 3.353e-06 1.594e-06

Time (s) 0.014
(3.5×)

0.140
(35×)

0.690
(172.5×)

0.010
(2.5×)

0.047
(11.75×)

0.127
(31.75×)

0.019
(4.75×)

0.025
(6.25×)

0.058
(14.5×) 0.004 0.089

#Params (M) 1.68
(9.33×)

7.01
(38.94×)

34.24
(190.22×)

20.91
(116.17×)

7.79
(43.28×)

6.46
(35.89×)

21.12
(117.33×)

13.63
(75.72×)

35.39
(196.61×) 0.18 0.18

Table 1: Quantitative comparison of our RL-NST with the baseline methods on the MS-COCO dataset. The speed is obtained with a Pascal
Tesla P100 GPU. (·×) represents the ratio between current baseline and our method (step=1) under the same metric. The best results are
shown in bold.

from pexels[pex, 2022]. Then these videos are extracted into
video frames and we obtain more than 2.5K frames. We re-
gard these frames as the content images of training set. Note
that the style images in the training set are also selected from
WikiArt [Phillips and Mackintosh, 2011]. In addition, fol-
lowing [Wang et al., 2020], we use the training set of MPI
Sintel dataset [Butler et al., 2012] as the test set, which con-
tains 23 sequences with a total of 1K frames. Similarly, all
training frames are resized to 256×256, we use the original
frame size in testing.

Baselines and Evaluation Metrics. (1) For image style
transfer, we choose the following eight classical and latest
state-of-the-art style transfer methods as our baselines: John-
son et al. [Johnson et al., 2016], WCT [Li et al., 2017b],
AdaIN [Huang and Belongie, 2017], SANet [Park and Lee,
2019], LapStyle [Lin et al., 2021], ArtFlow [An et al., 2021],
IEContraAST [Chen et al., 2021], AdaAttN [Liu et al., 2021],
and StyTR2 [Deng et al., 2021b]. Following StyTR2 [Deng et
al., 2021b], we evaluate all the algorithms in terms of styliza-
tion effect, computing time, content loss, and style loss. (2)
For video style transfer, we compare our method with the fol-
lowing four popular methods: Linear [Li et al., 2019], MC-
CNet [Deng et al., 2021a], ReReVST [Wang et al., 2020],
and AdaAttN [Liu et al., 2021]. Following [Liu et al., 2021],

we use temporal loss as the evaluation metric to compare the
stability of stylized results. All these methods are performed
using their public codes with the default settings.

Implementation Details. In the experiment, we set λ =
1e5, β = 1e − 7, ζ = 1e2 in Eq. (1), and η = 1e − 4 in Eq.
(2). These settings yield nearly the best performance in our
experiments. Following [Wang et al., 2020], in LCT , M(·) is
implemented by warping with a random optical flow. Specifi-
cally, for a frame of sizeH×W , we first generate a Gaussian
map (wavy twists) Mwt of shape H/100×W/100×2, mean
0, and standard deviation 0.001. Second, Mwt is resized to
H ×W and blurred by a Gaussian filter of kernel size 100.
Finally, we add two random values (translation motion) Mtm

of range [-10,10] to Mwt, and obtain M . In addition, random
noise△ ∼ N (0, σ2I), where σ ∼ U(0.001, 0.002).

4.2 Evaluations on Image RL-NST
Qualitative Comparison. Fig. 3 shows some stylized re-
sults of our RL-NST and the baseline methods. For content
images with fine structures such as the forest image (Udnie
style), all the baseline methods proposed to address content
leakage, including ArtFlow, produce messy stylized images
with a complete loss of content structure. Moreover, SANet
has repeated texture patterns for all the cases, and most of its

Proceedings of the Thirty-Second International Joint Conference on Artificial Intelligence (IJCAI-23)

104



Style Step Method Content Loss Style Loss

Maxresdefault
1 Actor-Stylizer (AS) 0.787 5.686e-06

Ours 0.557 1.883e-06

10 Ours w/o RL 2.093 3.433e-05
Ours 0.945 1.093e-06

Blue Swirls
1 Actor-Stylizer (AS) 2.265 3.275e-05

Ours 1.016 5.280e-06

10 Ours w/o RL 3.374 7.747e-05
Ours 1.654 2.178e-06

Table 2: Content loss, and style loss of several variants of our pro-
posed method.

Figure 4: Comparison of Ours with the Actor-Stylizer (AS) model
at step 1 and Ours without the RL model at step 10.

results are hard to generate sharp edges.
In contrast, our method can produce stable and diversified

stylized results with good content structures. This may be at-
tributed to our step-wise solution. More specifically, the con-
tent image is stylized progressively and hence smoothed styl-
ization results are obtained. More importantly, as we men-
tioned before, despite that stylization is quite subjective, our
step-wise method provides flexible control of different de-
grees of stylization to fit the need of different users.

Quantitative Results. To be consistent with all compared
methods shown in Fig. 3, we compare our method with
all baselines without caring which type (single or multiple
styles) they are. The quantitative results are shown in Table 1.
Our RL-NST (step=1) achieves better performance than the
baseline methods in all evaluation metrics. Our method still
has low content and style losses even if the step is equiva-
lent to 10, which means our method is friendly to the user for
choosing the results from specific steps accordingly. In ad-
dition, it is clear that our model has much fewer parameters
and a faster speed. For example, the time cost and the param-
eter size of our method are 2/7 and 1/9 of Johnson et al., and
4/47 and 1/43 of LapStyle, respectively.

Ablation Study. (1) We study the effect of the RL model
in our framework. As shown in Fig. 4, compared with the
method that uses only Actor-Stylizer (AS), our method can
generate more stable and clear stylized images at step 1. At
step 10, AS loses the content information completely with-
out the help of RL (Ours w/o RL), while our method can still
produce amazing results. We also show the corresponding
numerical comparison in Table 2. We can easily see that our
method achieves the best performance consistently in both
steps 1 and 10. This study indicates that RL can indeed im-
prove the performance of DL-based NST models. (2) Since

Figure 5: Comparison of Ours with AdaIN and StyTR2 in various
hyperparameter settings.

Figure 6: Comparison of video style transfer between our method
and the compared methods. For each method, the top portion shows
the video frame stylized results. The bottom portion shows the
heatmap of the differences between two adjacent video frames.

AdaIN and StyTR2 methods can adjust the hyperparameter
‘alpha’∈ [0, 1] and the round of repetitive stylization to con-
trol the degree of stylization in the final results, respectively,
we compare our method with them accordingly in Fig. 5.
From the visualization results, we can see that the results of
AdaIN are in the under-stylized state even if the style control
hyperparameter is changed. Moreover, StyTR2 gets the re-
sults with small style changes and low quality after multiple
rounds. However, our method not only ensures the gradual
change in style, but also produces very smooth results.

4.3 Evaluations on Video RL-NST
Qualitative Comparison. We show the visualization re-
sults of our method compared with the four latest video style
transfer methods in Fig. 6, wherein, for each method, the top
portion shows the specific stylized results and the bottom por-
tion is the heatmap of the differences in the adjacent frames
of the input and stylized videos. Note that the adjacent frame
indexes are the same for all methods. We can find that our
method produces refined stylized results and our results are
closest to the input frames. In particular, our method can
highly promote the stability of video style transfer. The dif-
ferences in our results are closest to the difference from input
frames without reducing the effect of stylization. It is clear
that MCCNet and ReReVST fail to keep the coherence of
videos. In addition, Linear and AdaAttN also fail to keep the
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Methods
Styles La muse Sketch En campo gris Brushstrokes Picasso Trial Asheville Contrast Average

LinearStyleTransfer 2.602 1.792 1.795 2.321 2.947 1.451 5.043 4.524 2.809
ReReVST 1.450 8.155 7.050 7.026 10.772 7.888 19.493 12.886 9.340
MCCNet 4.493 2.050 2.759 2.591 2.854 2.486 6.750 4.820 3.600
AdaAttN 3.442 1.976 2.660 2.561 2.941 1.698 5.775 3.587 3.080

Ours(Step=1) 0.885 1.196 0.453 0.883 1.447 0.527 1.735 1.045 1.021
Ours(Step=5) 1.436 1.509 0.855 1.499 1.980 0.704 2.327 1.550 1.483

Ours(Step=10) 1.867 1.695 1.141 1.807 2.394 0.852 2.854 1.842 1.807

Table 3: Comparison of the average temporal losses (×10−2) from 23 different sequences of our method with other baseline methods on
different styles. The last column shows the average scores among all styles in each method.

Figure 7: Comparison of our method, our method without using RL (AS method), and our method without using Step-wise GRU. RL makes
the results from our model more stable and Step-wise GRU makes the output has higher quality.

Methods
Styles La muse Brushstrokes

Step=1 Ours w/o FWG 1.8939 1.0933
Ours 1.1351 0.8679

Step=5 Ours w/o FWG 2.3991 1.4731
Ours 1.8883 1.4331

Step=10 Ours w/o FWG 3.1329 1.8000
Ours 2.3836 1.7053

Table 4: Comparison of our method with and without using Frame-
wise GRU (FWG). The average of temporal losses (×10−2) from
eight sequences are reported on two styles.

coherence in some regions that are close to the edge of objects
such as the head and shoulder.

Quantitative Results. As shown in Table 3, we choose 23
different sequences from the MPI Sintel dataset [Butler et al.,
2012] and eight different style images to calculate the average
of temporal losses for comparison. It is clear that our method
(step=1 and 5) outperforms the compared methods in all style
settings. Our method still has a low temporal error even if
step=10.

Ablation Study. We investigate the effect of the individual
parts of the network structure group on the results, including
the RL, Step-wise GRU, and Frame-wise GRU.

(1) As shown in Fig. 7 (first and second rows), our method
generates more stable and clearer stylized results than the
method using only Actor-Stylizer without RL. After step 5,
AS no longer has the ability to keep the content information
and style information, while our method with RL can still
produce good results. (2) Similarly, we have compared our

method with the results produced when Step-wise GRU is re-
moved, and the results are shown in Fig. 7 (second and third
rows). We can clearly see that most of the face details of
the protagonist and dragon have been lost at step 10 when
using our method without the Step-wise GRU. Also, the ex-
ternal details of the protagonist and dragon are completely
lost in step 20. Our method with using Step-wise GRU, on
the other hand, obtains very fine results even at step 20. (3)
Table 4 shows the comparison of the temporal loss of our
method with Frame-wise GRU (FWG) and without FWG.
We find that the temporal loss is very low if we use FWG,
which means the obtained final results are more consistent
from frame to frame. The above experiments have shown that
RL, Step-wise , and Frame-wise GRU all greatly improve the
performance of the model.

5 Conclusion
In this paper, we propose a new RL-based framework called
RL-NST for both image and video NST tasks. It achieves
style transfer step by step for a flexible control of the level
of stylization. Despite using a lightweight neural network
model, RL-NST can handle an extremely high-dimensional
latent action space (up to 64×64) and is thus capable of gen-
erating visually more satisfying artistic images than existing
NST methods. Experimental results have demonstrated the
effectiveness of the proposed method. The main goal of this
work is to show the effectiveness of stylization-level control-
ling with our RL-based method and the superiority of our
method in achieving the best NST quality. Therefore we use
a single-style NST model. In the future, we would like to
extend our model to multiple-style transfer tasks.
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