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Abstract
Cross-community learning incorporates data from
different sources to leverage task-specific solutions
in a target community. This approach is particularly
interesting for low-resource or newly created online
communities, where data formalizing interactions
between agents (community members) are limited.
In such scenarios, a normative system that intends
to regulate online interactions faces the challenge
of continuously learning the meaning of norm vi-
olation as communities’ views evolve, either with
changes in the understanding of what it means to
violate a norm or with the emergence of new viola-
tion classes. To address this issue, we propose the
Cross-community Adapter Learning (CAL) frame-
work, which combines adapters and transformer-
based models to learn the meaning of norm viola-
tions expressed as textual sentences. Additionally,
we analyze the differences in the meaning of norm
violations between communities, using Integrated
Gradients (IG) to understand the inner workings of
our model and calculate a global relevance score
that indicates the relevance of words for viola-
tion detection. Results show that cross-community
learning enhances CAL’s performance while ex-
plaining the differences in the meaning of norm-
violating behavior based on community members’
feedback. We evaluate our proposal in a small set of
interaction data from Wikipedia, in which the norm
prohibits hate speech.

1 Introduction
Online communities establish norms to regulate interactions
between agents (community members) with diverse back-
grounds and views. For example, Wikipedia’s norms for ar-
ticle editing include the requirement to use proper writing
style, avoid editing wars, and not express hate speech.1 Ad-
herence to these norms promotes inclusivity and coherence
within the community, while violating behavior leads to ex-
clusion and harm [McLean and Griffiths, 2019; Shmargad et

1Disclaimer: This article presents content (offensive language)
that may be disturbing to different audiences.

al., 2022]. In this context, a normative system that aims to
detect norm violations must continuously learn and adapt to
their changing meanings as interactions unfold, i.e., how a
community understands the elements of an action that char-
acterize detrimental behavior [Allison et al., 2019].2 This in-
cludes changes to what constitutes norm violations, such as
the shift in communities’ views leading to the prohibition of
previously accepted terminology, or the emergence of new vi-
olation classes, such as identifying a new hate speech target.

However, we argue that in addition to identifying norm vi-
olations, normative systems must also provide explanations
for the different views, including evidence on the relevant el-
ements of an action associated with these violations and how
they may differ in light of the evolving nature of online inter-
actions. This ability is crucial because it enables community
members to understand the reasons for classifying certain ac-
tions as violations, providing adherence to the transparency
principle of Responsible AI [Arrieta et al., 2020].

To fulfill these requirements is particularly complex con-
sidering low-resource (or newly created) online communities,
where learning the meaning of norm violations occurs in a
context with a limited set of actions that contain elements rel-
evant for violation detection [Huang et al., 2022]. To tackle
this challenge, we investigate cross-community learning in
normative system settings. This approach incorporates data
from different sources (communities) to improve the perfor-
mance of machine learning models in a new target commu-
nity [Chandrasekharan et al., 2019; Zhuang et al., 2020].
Specifically, our work focuses on using data from various
communities as the initial step to define violating behavior
in a new task for a community with limited available data.

Some interesting approaches have been proposed to han-
dle cross-community learning [Chandrasekharan et al., 2019;
Huang et al., 2022], norm violation detection in online com-
munities [Cheriyan et al., 2021; Freitas dos Santos et al.,
2022; Subramanian et al., 2022], and explanations to improve
agents’ interactions in a norm-violating setting [Agrawal
et al., 2022]. However, to the best of our knowledge,
this work represents the first proposal of an interpretable
adapter framework designed to learn and understand the dif-
ferences in the meaning of norm violations between commu-

2In this work, an action is defined as a text sentence, and the
words are the elements that indicate the meaning of a violation.
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nities. To achieve our goal, we present the Cross-community
Adapter Learning (CAL) framework (detailed in Section 3),
which can solve Natural Language Processing (NLP) tasks
in low-resource online community contexts. CAL accom-
plishes this by incorporating adapters between the layers of
a transformer-based model, learning the meaning of norm vi-
olations from the feedback of interacting agents (referred to
as community members). Additionally, CAL employs the In-
tegrated Gradients (IG) [Sundararajan et al., 2017] algorithm
to examine the distinct views manifested in the communities.
The ability to analyze the communities’ view changes within
a specific domain or across different communities is a key
contribution of our work as it describes how detrimental be-
havior changes over time and across domains.

CAL consists of several components, each offering a
unique benefit. First, transformer-based models, specifically
the Pre-Trained Language Model (PLM), provide powerful
language representation to tackling NLP tasks [Vaswani et
al., 2017; Lin et al., 2022]. Second, incorporating adapters in
our framework allows for an efficient fine-tuning process that
reflects the new community’s view on the meaning of a norm
violation while also allowing for extensibility through the dy-
namic creation of adapters as new violation classes emerge.
Finally, the IG algorithm supports our analysis of the model
to understand the composing parts of a text sentence relevant
to norm violation detection.

We evaluate (Section 4) the effectiveness of CAL through
a norm prohibiting hate speech. Our target task is the low-
resource article editing use case from Wikipedia, while three
different communities provide our source data. Rather than
using pre-established classes to categorize hate speech [For-
tuna and Nunes, 2018], we define the relevant classes based
on the categories identified by community members (in this
work, one of the authors assumes the role of community
members), which may change, emerge or disappear as in-
teractions unfold. Following this criterion, six classes of
hate speech were identified: Swear, Insult and Ableism, Sex-
ual Harassment, Racism, LGBTQIA+ Attack, and Misog-
yny. The sentence “this is wiki not a forum for retards” is
an example of norm-violating behavior of the class “Insult
and Ableism”. Results (Section 5) demonstrate that CAL can
learn the meaning of norm violation, adapt to evolving com-
munities’ views, and explain the differences in the meaning
of norm-violating behavior for different communities based
on community members’ feedback.

2 Background
This section introduces incremental learning and its applica-
tion to continuously fine-tune adapters to learn the meaning of
norm violations. Subsequently, we describe the interpretabil-
ity algorithm employed to examine how different communi-
ties define the meaning of norm-violating behavior.

2.1 Incremental Learning
As the interactions between community members unfold se-
quentially, two key characteristics are present in this con-
text: the emergence of new violation classes and the evolv-
ing community view of what constitutes a norm violation.

To address these characteristics, we use Incremental Learn-
ing (IL) to continuously process incoming interactions as a
data stream, while discarding previous data that may con-
tain outdated information about the meaning of a norm vi-
olation. IL offers two approaches to the problem, namely
mini-batch and online learning. While mini-batch builds
small data blocks to train machine learning models, online
learning updates a model’s parameters as soon as a new
interaction instance is made available [Hoi et al., 2021].
Here, we focus on mini-batch due to its stability properties
and performance scores in different tasks [Li et al., 2020;
Freitas dos Santos et al., 2022].

2.2 Adapter
Transformer-based models have been the primary approach to
solving Natural Language Processing (NLP) tasks, improv-
ing on past methods and consistently attaining the best per-
formances in several domains [Lin et al., 2022]. One of the
advantages of the transformer is its ability to process text sen-
tences by reducing the amount of work in the featurization
step [Qiu et al., 2020]. It does that by incorporating an at-
tention mechanism and using fully connected feed-forward
neural network layers [Wolf et al., 2020].

The attention layer allows the transformer model to learn
the relationship between different words in a text by calculat-
ing an attention score (Equation 1). To leverage this mech-
anism, transformer-based models employ a multi-head strat-
egy, with several attention heads computed in parallel.

Attention(Q,K, V )← softmax(
Q⊙KT

√
dk

)⊙ V (1)

Q, K, and V are matrices representing every word in a sen-
tence (words are encoded as embeddings in a vector space).
These matrices receive the same input and differ only in their
learned weights, acquired by training in a large-scale dataset.
dk is used as a scaling factor. Q contains the current term
of interest used by the transformer to calculate its attention
score, while K and V have words that the model aims to
quantify the relationships. By calculating the dot products,
this mechanism aims to add contexts to the words [Vaswani
et al., 2017]. For instance, to differentiate the meaning of
“bank” as a financial institution and “bank” of a river.

The transformer architecture previously described is the
basis block for building a Pre-trained Language Model
(PLM). To create a PLM, we stack several transformer blocks
and initially train them on large-scale datasets [Wolf et al.,
2020]. As these models comprise a huge number of parame-
ters, it would be infeasible to train them from scratch to han-
dle new tasks. Instead, PLMs use the fine-tuning paradigm,
which uses previously trained implementations and only up-
dates its parameters for a specific task. However, this ap-
proach still requires modifying a considerable number of
weights. To tackle this issue, we carry out fine-tuning by
incorporating adapters between the transformer layers of a
PLM. Adapters are neural networks with a small proportion
(usually 3%) of the number of parameters present in the full
model [Houlsby et al., 2019], resulting in a faster and more
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efficient training process. In this context, while we continu-
ously update the adapter weights on our target data, the trans-
former layers are used only for language representation, keep-
ing the original PLM parameters frozen.

To summarize, the advantages of adapter-based fine-tuning
are threefold. First, it presents impressive results for domains
where data is scarce, such as low-resource languages and
communities, and cross-lingual tasks [He et al., 2021]. This
is especially relevant for our work, as we attempt to learn
the meaning of norm violations from a small set of interac-
tion data from low-resource communities. Second, it tackles
catastrophic forgetting and interference, which are issues in
fine-tuning a complete PLM [Pfeiffer et al., 2020]. Third,
the continuous update of smaller neural networks allows for
greater robustness to handle over-fitting and reduced sensitiv-
ity to changes in learning rates [He et al., 2021].

2.3 Interpretability
To understand how different communities define the meaning
of norm violation (words that are associated with detrimental
behavior), we incorporate interpretability into our framework,
specifically, the Integrated Gradients (IG) algorithm [Sun-
dararajan et al., 2017]. IG can explain the inner workings
of a transformer-based model by providing a score that en-
codes how relevant each word in a text sentence is for the
classification output.

A word’s contribution is calculated by a backward pass
through the model, propagating the relevance score from
the output to the input [Lyu et al., 2022]. The central as-
sumption of this algorithm is that the tokens with the high-
est gradient values have the most substantial influence on
the classification. IG works by comparing the relevance of
the input to a baseline, which is a zero embedding vector.
Following the formalization in [Sundararajan et al., 2017;
Lyu et al., 2022], let x be the sentence formed by a set of
tokens xi, i ∈ 1, 2, ...n and x̄ the baseline input. M is our
transformer-based model, ∂M(x)

∂xi
is the gradient for token i,

and r(xi) the calculated relevance score. To obtain r(xi), IG
approximates the integral of the straight-line path from the
baseline x̄ to the input x through Equation 2. m is a finite
number of points considered along the straight-line path and
is chosen empirically. Thus, the integrated gradients come
from the sum of these individual points.

r(xi)← (xi− x̄i)⊙
m∑

k=1

∂M(x̄+
k

m
× (x− x̄))

∂xi
× 1

m
(2)

3 Cross-community Adapter Learning (CAL)
In this section, we present the proposal of our work,
the Cross-community Adapter Learning (CAL) framework.3
CAL (Algorithm 1) can learn the meaning of norm viola-
tions using data from different sources (online communities).
The main objective of CAL is to be deployed in a normative
system to support the fulfillment of norms, especially when

3Source code at https://bitbucket.org/thiago-phd/ijcai 2023/.

Algorithm 1 The Cross-community Adapter Learning (CAL)
Algorithm
Input: Current time step (t), violation classes (Vt), set of
all violation instances (It), set of augmented instances (At),
data block size (s), set of source task adapters (ΦVt−1 ), base
PLM (Θ), and number of epochs (n)
Output: Trained adapters (ΦVt )

1: while violation instances available do
2: for each violation class v ∈ Vt do
3: Get current violation class instances V I ∈ It.
4: Get other violation instances BI ∈ It to balance

Dt, where BI ∩ V I = ∅ and |BI| = |V I|.
5: Create a balanced data block. Dt ← V I ∪BI .
6: if |Dt| < s then
7: Incorporate augmented instances. Dt ← At

8: end if
9: if Φv ∈ ΦVt−1 = NULL then

10: Create a new adapter Φv .
11: else
12: Load previously trained adapter. Φv ← Φvt−1

13: end if
14: Fine-tune Φv on top of Θ with Dt for n epochs.
15: Add trained adapter to the list ΦVt .
16: end for
17: Obtain global relevance scores for adapters ∈ ΦVt .
18: return fine-tuned adapters ΦVt .
19: end while

addressing prohibited behavior. It analyzes each action per-
formed by community members to prevent violations from
being forwarded to the entire community.

As norm-violating actions are made available, CAL builds
balanced data blocks Dt of fixed size s (Line 5) for each vio-
lation class defined by the community v ∈ Vt. To create Dt,
CAL uses s/2 instances of class v, while the other s/2 are
randomly drawn from the remaining instances (Line 4).

If the size of the current balanced dataset |Dt| is smaller
than the fixed data block size (Line 6), we generate and aug-
ment extra violation instances (Line 7). The augmented in-
stances are generated by modifying (substituting synonyms
and random word removal) original text sentences previously
identified as norm-violating behavior. If CAL is processing a
newly emerged class of violation, we perturb the ground-truth
data at the current time-step (t), asking for feedback from the
community members. This feedback is essential because by
modifying a text, we may remove the violation. However,
if CAL is processing an already identified class of violation,
we use the classification output of our model in the previous
time-step (t − 1) and generate the perturbed instances only
from the text sentences detected as violations, asking for aug-
mented data relabeled by the community. t − 1 represents
either the training step in a source community or in the same
community but at a previous moment (past actions).

In Line 9, the algorithm checks for an existing adapter
corresponding to violation class v. If v is a newly emerged
violation for which no adapter has been previously created,
CAL initiates a new adapter Φv (Line 10). The ability to dy-
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Sentence Hate Speech Class
...he was the mother fuckin dom... Swear
...this is wiki not a forum for retards... Insult and Ableism
[INDIVIDUAL’s NAME] also sucks dick for features. Sexual Harassment
...the big lipped,hairbraned,egotistical dirty nigger often defecated... Racism
...HES GAYYYYYYYYYYY AND HES A FREAKK... LGBTQIA+ Attack
[INDIVIDUAL’s NAME] was a super mega bitch and she kill the... Misogyny

Table 1: Examples of sentences classified as hate speech in Wikipedia. “[INDIVIDUAL’s NAME]” is used to mask real people’s names.

namically generate adapters enables CAL to incorporate new
classes for violations as interactions unfold and communities’
views evolve. However, if a previously trained adapter Φvt−1

is related to v, then CAL loads it (Line 12). Each violation
class v has a single associated adapter Φv .

CAL executes the incremental learning procedure in Line
14, updating Φv using Dt for n epochs. As we update the
adapters, it is possible to observe the evolution of their be-
havior over time by calculating a global relevance score (Line
17) based on local interpretations obtained from the IG algo-
rithm. The differences between the adapters may occur due to
the application of distinct fine-tuning procedures. In this case,
adapters Φv and Φvt−1 are different because they were trained
within the same community but at separated moments, or Φv

and Φvt−1 were trained using cross-community learning (us-
ing source data from a different community). The ability to
analyze the communities’ view changes within a specific do-
main or across different communities is a key contribution
of our work. Finally, in Line 18, we return the continuously
trained adapters for norm-violating detection.

4 Experiments
This section outlines the application of our incremental learn-
ing approach to detecting and understanding norm-violating
behavior in a cross-community setting, specifically within the
context of Wikipedia article editing. Wikipedia has a set
of norms to regulate interactions during article edits, includ-
ing the requirement to use proper writing style, refrain from
removing content, avoid editing wars, and not express hate
speech. In this research, we focus on violations of the hate
speech norm, as this represents a complex and particularly
harmful norm-violating behavior within online interactions.4

To collect interaction data for this study, we employed a
two-step process. First, Wikipedia used Amazon Mechanical
Turk (MTurk) to classify an article edit either as a violation
or not, providing no further information on the nature of the
violation. Second, one of our authors further annotated each
violation instance with a violation class, introducing our view
on the meaning of norm violation. It should be noted that the
primary goal of this work is to develop an adaptable frame-
work that can effectively adjust itself to the specific view of a
particular online community. As such, these views may vary
depending on the community in question. Table 1 shows ex-
amples of hate speech classes considered in this work.

In this study, we have sourced data from three publicly
available community datasets, namely a software engineering

4Future work shall focus on solving other types of violations.

community on Slack [Chatterjee et al., 2020], the abusive lan-
guage towards conversational systems (ConvAbuse) [Curry
et al., 2021], and a dataset built using humans and machine
learning models to generate hate speech (DynamicGener-
ated) [Vidgen et al., 2021]. Each dataset represents a unique
community and includes text sentences for specific classes
of hate speech. Specifically, the Slack community provides
Swear instances. The ConvAbuse dataset includes Insult and
Ableism, and Sexual Harassment instances. The Dynamic-
Generated dataset includes Racism, LGBTQIA+ Attack, and
Misogyny instances. To evaluate our approach, we design the
following experiments.

• Learn the meaning of norm violation using cross-
community learning: We aim to evaluate whether CAL
can learn the meaning of norm violation by initially us-
ing a source community to train the adapters. The num-
ber of instances for each source task is, Swear (349),
Insult and Ableism (273), Sexual Harassment (456),
Racism (512), LGBTQIA+ Attack (512), and Misogyny
(512). Our focus is on learning from a limited num-
ber of examples of disruptive behavior. The target task
consists of 639 edits, with 36,47% (233) Sexual Harass-
ment, 33,18% (212) Insult and Ableism, 19,72% (126)
Swear, 17,06% (109) LGBTQIA+ Attack, 8,76% (56)
Misogyny, and 5,01% (32) Racism. To ensure that each
fold of the validation process maintains a similar data
distribution, we employ stratification on the multi-label
dataset with the algorithm from [Sechidis et al., 2011].
2x5-fold cross-validation is used for this experiment.

• Learn the meaning of norm violation using only target
community interactions: In this experiment, the goal
is to evaluate the performance of our framework when
trained only on our target task, with no information from
outside sources (cross-community learning).

• Understand different communities’ views on the mean-
ing of norm violation: We use the local interpretabil-
ity of transformer-based models to analyze the impact
of words on the detection of norm violations. To do so,
we first examine the words that receive high relevance
scores when the model is trained on data from the source
community. Next, we gather information on the rele-
vant words when the model is incrementally fine-tuned
on data from the target community. Finally, we compare
the difference in the relevance score between these two
steps. The change in the relevance score reveals how
interactions differ between these communities and how
this influences the meaning of norm-violating behavior.
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Setting Violation Precision±Std Recall±Std F1±Std

Source - Target

Swear 0.5090±0.0438 0.5066±0.0355 0.3466±0.0281
Insult and Ableism 0.5925±0.0361 0.6680±0.0725 0.6005±0.0434
Sexual Harassment 0.7661±0.0381 0.7564±0.0397 0.7413±0.0415

Racism 0.6022±0.0120 0.8534±0.0357 0.6038±0.0224
LGBTQIA+ Attack 0.5963±0.0286 0.5973±0.0303 0.3978±0.0284

Misogyny 0.5848±0.0243 0.7083±0.0588 0.5553±0.0360

Target - Target

Swear 0.8757±0.0261 0.8945±0.0197 0.8831±0.0203
Insult and Ableism 0.6937±0.0380 0.8478±0.0557 0.7236±0.0437
Sexual Harassment 0.9147±0.0281 0.9151±0.0279 0.9144±0.0280

Racism 0.8290±0.0306 0.9760±0.0214 0.8850±0.0252
LGBTQIA+ Attack 0.8843±0.0271 0.9340±0.0363 0.9047±0.0294

Misogyny 0.8635±0.0657 0.7535±0.0618 0.7915±0.0573

Only Target

Swear 0.8407±0.0427 0.8701±0.0315 0.8515±0.0385
Insult and Ableism 0.6351±0.0294 0.7642±0.0574 0.6484±0.0359
Sexual Harassment 0.9012±0.0329 0.9005±0.0311 0.8998±0.0320

Racism 0.8662±0.0886 0.7682±0.0961 0.8002±0.0893
LGBTQIA+ Attack 0.8046±0.0441 0.8535±0.0434 0.8234±0.0446

Misogyny 0.5470±0.2025 0.5085±0.0185 0.4884±0.0349

Table 2: Summary of the performance results (2x5-fold cross-validation) of incremental DistilBERT using adapter-based fine-tuning to
evaluate hate speech detection on the Wikipedia community. Three settings are considered: 1) cross-community training and testing on our
target; 2) fine-tuning on target community and testing on target; and 3) training only on target data and testing on target data.

We use DistilBERT, smaller and faster than other state-of-
the-art PLM alternatives [Sanh et al., 2019], with the adapter
implementation by HuggingFace [Wolf et al., 2020]. The
data block size is 256, AdamW is the optimization algo-
rithm, and the number of epochs is 12. Adapters have a re-
duction factor of 16 and ReLu as the non-linearity function.
The IG algorithm was implemented following the Transform-
ers Interpret library.5 We use TextAttack to create the aug-
mented instances.6 The experiments were run on an NVIDIA
GeForce GTX 1650, with 4GB memory.

5 Results and Discussion
Table 2 presents the results for each experiment. We de-
scribe performance values per hate speech class using pre-
cision, recall, and F1-score metrics. “Source - Target” refers
to training on the source community and testing on the target
Wikipedia interactions, with no fine-tuning. “Target - Target”
is the experiment after fine-tuning the source model on our
target community. Finally, “Only Target” refers to the results
obtained when the model is trained and evaluated solely on
the target community data. Results indicate that fine-tuning
a cross-community model presents the best performance in
most cases. Although directly using a model trained on a
source task with no fine-tuning (“Source - Target”) yields the
lowest performance, it can serve as an initial point for our
task, leveraging the performance of our approach after fine-
tuning is applied. We use the Wilcoxon Signed-Rank Test
(Table 3) to verify that, except for the Sexual Harassment
class and precision for Racism, our cross-community learn-
ing approach significantly outperforms “Only Target”, sug-
gesting that our framework benefits from incorporating data

5pypi.org/project/transformers-interpret/
6pypi.org/project/textattack

from multiple communities. These exceptions are explained
as follows. For Sexual Harassment, “Only Target” performs
very well (above 90%), with no need to add data to improve
its performance since this class is the most representative in
our target community. However, Racism precision is affected
by the small number of instances. Additionally, it is affected
by the differences between the groups suffering this violation
in the source community and the groups in our target.

Hate Speech P-values
Precision Recall F1-Score

Swear 0.0273 0.0645 0.0273
Insult 0.0020 0.0059 0.0020
Sexual 0.0506 0.0525 0.0827
Racism 0.1934 0.0020 0.0840

LGBTQIA+ 0.0020 0.0020 0.0020
Misogyny 0.0098 0.0020 0.0020

Table 3: Comparison between “Target - Target” and “Only Target”.
The Wilcoxon Signed-Rank Test is used to obtain the P-values. The
null hypothesis is that the samples were drawn from the same distri-
bution, and the critical value α = 0.05.

Figure 1: Local interpretation when trained on source community
data. Model wrongly classifies.
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Figure 2: Local interpretation after continuously fine-tuning on tar-
get data. The model changes its behavior as expected by our new
community view.

Figures 1 and 2 present local interpretability as calculated
by the IG algorithm. The intensity of the green shade indi-
cates the relevance of the highlighted word to violation detec-
tion, demonstrating what it means to violate the norm. In con-
trast, the intensity of the red shade is related to the decrease
in the violation confidence (classification as non-LGBTQIA+
Attack). Figure 1 presents how the model trained on source
community data classifies an article edit from Wikipedia.
Words usually associated with Sexual Harassment content are
deemed relevant to the model. However, as fine-tuning is exe-
cuted, Figure 2 shows how the model drifts from the previous
view about the meaning of a norm violation, resulting in neg-
ative relevance scores for the same words (hence adapting to
the new community view).

Figure 3 illustrates the differences in the global relevance
scores determined by CAL between communities (or at dif-
ferent moments in time). To obtain a word’s global mea-
sure of relevance, CAL sums the relevance scores of each
occurrence of the word (local interpretability), as those de-
picted in Figures 1 and 2. The term “Source” refers to
the model trained exclusively on the source-community data,
while “Target” represents the relevance score after the model
is fine-tuned. The graph is organized as follows: first, we
identify the 15 most relevant words for “Source” and “Tar-
get”. Then, the relevant words for “Target” are displayed at
the top. To demonstrate the changes in relevance scores (ei-
ther increase or decrease), we include the “Source” value for
the same word. Finally, we completed the rest of the rank
with the words from the “Source” that had high relevance
scores but saw a decrease in value after fine-tuning. For ex-
ample, considering the LGBTQIA+ Attack class (Figure 3c),
we can see that the word “gay” becomes more relevant as we
fine-tune CAL with our target data (update the meaning of
norm violation with a new community view). However, si-
multaneously, the words “dick”, “fuck”, and “sex” lose rele-
vance. The NEGATIVE value informs us that these words are
relevant for classifying an edit as a non-LGBTQIA+ Attack.

In addition to understanding different communities’ views,
we can also identify the factors contributing to the under-
performance of the “Source - Target” task (Table 2) through
the analysis of relevance scores. As an example, for the
Swear class (Figure 3a), the source community data includes
instances that associate Sexual Harassment and LGBTQIA+
Attack content with Swear, e.g., “gay”, “penis”, “sex”, which
are words with high relevance scores. Since the commu-
nities use parts of the violating-behavior vocabulary differ-

ently, when the “Source - Target” model attempts to solve a
new task, instances containing these words are wrongly clas-
sified as Swear. However, the adaptable character of our pro-
posal allows for updating relevance scores and improving the
model’s performance as interactions unfold. We can also ob-
serve this phenomenon in the Racism case, where words like
“nigger”, “jew”, and “muslim” have higher relevance scores,
while “fuck”, “poo”, and “shit” present a significant drop.

6 Literature Review
This section presents works relevant to our research. Specif-
ically, we cite literature on cross-community learning with
transformer-based models, and studies on interpretability, fo-
cusing on its application to different problem domains.

[Chandrasekharan et al., 2019] presents Crossmod, which
uses cross-community learning through an ensemble of clas-
sifiers to assist moderators in detecting violations within dif-
ferent Reddit communities. Crossmod enables moderators
to oversee the decision-making process of ML models and
to deal with the scarcity of labeled data. Unlike our ap-
proach, they do not focus on understanding changes in the
view of communities and on incorporating adapters to han-
dle new violation classes dynamically. [Subramanian et
al., 2022] creates a solution for identifying offensive com-
ments on Youtube, specifically considering low-resource lan-
guages, which are characterized by a scarcity of labeled
data and language models [Ishmam and Sharmin, 2019;
Sharma et al., 2022]. Like in our work, the authors use
adapters to facilitate learning in this scenario. Results indi-
cate that adapter-based fine-tuning is more effective than full
fine-tuning PLMs while updating fewer parameters. Our ap-
proaches diverge in that we focus on understanding changes
in the views of the community and norm-violation behavior.

While [Le et al., 2021] uses adapters for multi-lingual
speech translation, [Barbieri et al., 2022] presents an ap-
proach that uses Twitter data from a multi-lingual setting for
sentiment analysis. Both of these approaches take advan-
tage of data in different source languages to leverage learn-
ing in a context with big datasets (the first with hundreds of
hours of speech and the second with around 200M Twitter
entries). This contrasts with our solution, which focuses on
small datasets and low-resource communities. Results show
that adapters can improve performance in a target task, even
for cases considering distinct source languages. Besides NLP
tasks, cross-community learning with adapters has been ex-
plored for computer vision. In [Huang et al., 2022], the au-
thors investigate the face anti-spoofing task, training adapters
on diverse data sources and evaluating their ability to detect
unseen instances in a new target task.

Different architectures exist for adapters. [Pfeiffer et al.,
2020] presents AdapterFusion, which involves learning from
multiple source tasks and combining their representations
via a fusion layer. This approach aims to combine multiple
adapters to solve a single target task. In the future, we shall
explore this architecture to handle multiple cross-community
definitions for the same violation class. To optimize the pa-
rameter efficiency of adapters, the authors in [He et al., 2022]
introduce a pruning-based approach that reduces the number
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(a) Swear (b) Racism (c) LGBTQIA+ Attack

Figure 3: Global sum of relevance score for three violation classes. Insult and Ableism, Sexual Harassment, and Misogyny are provided
as supplementary material. Here we present the increase (or decrease) of the relevant words for the violation classification. We show the
difference between the two communities and how norm violations are defined. The source task refers to the model trained using the source
community data, while the target task is the result after fine-tuning the model with Wikipedia data.

of trainable parameters, while [Cai et al., 2022] focuses on
training fewer and smaller adapters at the top layers.

Interpretability has been a topic of interest in the litera-
ture [Atanasova et al., 2020], with various competitions in the
field [Ding and Jurgens, 2021; Salemi et al., 2021] and appli-
cations ranging from simulations of machine learning mod-
els in the presence of adversarial attacks [Yang et al., 2020;
Alsmadi et al., 2021] to task-solving solutions expressed in
low-resource languages [Karim et al., 2021]. In [Xiang et al.,
2021], the authors propose a method for enhancing the inter-
pretability of PLMs. Unlike our approach, they calculate the
relevance of each word in a given text and use max pooling to
aggregate these values, obtaining the overall relevance of the
entire sentence (future work shall analyze how the interpreta-
tions differ). Through a user study, the authors found that the
quality of the explanations generated by their method outper-
formed those produced by inherently interpretable models.

The health domain also benefits from interpretabil-
ity. [Novikova and Shkaruta, 2022] uses BERT to detect de-
pression marks in text. While the authors in [Sarzynska-
Wawer et al., 2021] present an approach to detect objec-
tive markers of schizophrenia, showing parts of the text that
are usually associated with this disorder. Both of these ap-
proaches use a perturbation method (LIME) to explain the
output of a PLM. The use of interpretability provides addi-
tional information about the words usually associated with
patient behavior. For instance, spiritual words are sometimes
connected to non-healthy behavior, while work and profes-
sional words indicate healthy behavior.

7 Conclusion and Future Work
This paper proposes a framework, Cross-community Adapter
Learning (CAL), to learn the meaning of norm violations us-
ing interaction data from different communities. Our goal
is to provide the basis to work with norm violations whose
definitions can change based on community members’ feed-
back. CAL adopts a bottleneck adapter architecture on top
of a transformer-based model, fine-tuned using a mini-batch
approach. Additionally, we present an interpretability anal-
ysis of the cross-community adapters to understand how the
meaning of norm violation varies between communities. The
Integrated Gradients (IG) algorithm calculates the local rele-
vance scores of words in text sentences, which are combined
to determine their global influence in the community.

We conduct experiments within the context of Wikipedia
article editing. The norm in question regulates the prohibi-
tion of hate speech. To evaluate cross-community learning,
we use data from three different sources. The results show
that by initially training an adapter with source community
data, we can leverage the performance of our framework,
demonstrating how CAL learns the meaning of norm viola-
tion and incorporates new knowledge based on a novel com-
munity view. Since interactions have evolving characteristics,
we argue that the current community view is the most critical
input for defining the meaning of norm violations.

Future work shall focus on user experiments to learn
whether our interpretation of the model offers useful informa-
tion for understanding community norms. Moreover, we aim
to explore other adapter architectures to improve training ef-
ficiency in low-resource settings. Finally, we plan to integrate
CAL into non-ML solutions that monitor norm violations in
Normative Multi-agent Systems [Dastani et al., 2018].
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towicz, et al. Transformers: State-of-the-art natural lan-
guage processing. In Proceedings of the 2020 conference
on empirical methods in natural language processing: sys-
tem demonstrations, pages 38–45, 2020.

[Xiang et al., 2021] Tong Xiang, Sean MacAvaney, Eugene
Yang, and Nazli Goharian. ToxCCIn: Toxic content clas-
sification with interpretability. In Proceedings of the 11th
Workshop on Computational Approaches to Subjectivity,
Sentiment and Social Media Analysis, pages 1–12, Online,
April 2021. Association for Computational Linguistics.

[Yang et al., 2020] Puyudi Yang, Jianbo Chen, Cho-Jui
Hsieh, Jane-Ling Wang, and Michael I Jordan. Greedy at-
tack and gumbel attack: Generating adversarial examples
for discrete data. J. Mach. Learn. Res., 21(43):1–36, 2020.

[Zhuang et al., 2020] Fuzhen Zhuang, Zhiyuan Qi, Keyu
Duan, Dongbo Xi, Yongchun Zhu, Hengshu Zhu, Hui
Xiong, and Qing He. A comprehensive survey on transfer
learning. Proceedings of the IEEE, 109(1):43–76, 2020.

Proceedings of the Thirty-Second International Joint Conference on Artificial Intelligence (IJCAI-23)

117


	Introduction
	Background
	Incremental Learning
	Adapter
	Interpretability

	Cross-community Adapter Learning (CAL)
	Experiments
	Results and Discussion
	Literature Review
	Conclusion and Future Work

