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Abstract

Sharing intentions is crucial for efficient cooperation in communication-enabled multi-agent reinforcement learning. Recent work applies static or undirected graphs to determine the order of interaction. However, the static graph is not general for complex cooperative tasks, and the parallel message-passing update in the undirected graph with cycles cannot guarantee convergence. To solve this problem, we propose Deep Hierarchical Communication Graph (DHCG) to learn the dependency relationships between agents based on their messages. The relationships are formulated as directed acyclic graphs (DAGs), where the selection of the proper topology is viewed as an action and trained in an end-to-end fashion. To eliminate the cycles in the graph, we apply an acyclicity constraint as intrinsic rewards and then project the graph in the admissible solution set of DAGs. As a result, DHCG removes redundant communication edges for cost improvement and guarantees convergence. To show the effectiveness of the learned graphs, we propose policy-based and value-based DHCG. Policy-based DHCG factorizes the joint policy in an auto-regressive manner, while value-based DHCG factorizes the joint value function but is not flexible in complex cooperative multi-agent tasks. To reduce communication costs, some work has been put forward to learn the relationships between agents through soft-attention mechanisms [Li et al., 2022]. In these methods, each agent makes its decision based on the weighted messages of all other agents. Namely, the relationships between agents are formulated as weighted undirected graphs. However, the parallel message-passing updates cannot guarantee convergence in undirected graphs with cycles based on the analysis of the maximum a posteriori problem in graphical models [Pearl, 1989; Wainwright et al., 2002; Wainwright et al., 2004].

Sharing intentions is an effective mechanism that improves the representational capacity of the value function, where the intention is the message that encodes each agent’s future action or trajectory. Coordination graph [Guestrin et al., 2002] is a graph-based value factorization method where the local observations and the actions are shared through the edge between connected agents. However, the graph is always static and complete, which has a high representational capacity of the joint value function but is not flexible in complex cooperative multi-agent tasks. To reduce communication costs, some work has been put forward to learn the relationships between agents through soft-attention mechanisms [Li et al., 2021; Yang et al., 2022]. In these methods, each agent makes its decision based on the weighted messages of all other agents. Namely, the relationships between agents are formulated as weighted undirected graphs. However, the parallel message-passing updates cannot guarantee convergence in undirected graphs with cycles based on the analysis of the maximum a posteriori problem in graphical models [Pearl, 1989; Wainwright et al., 2002; Wainwright et al., 2004].

One of the simple implementations to achieve monotonic policy improvement is to enable sequential communication and update [Wen et al., 2022; Fu et al., 2022]. However, these methods define the interaction order as a random permutation of agents’ indexes. When the reward and state transition dependency between agents are naturally weakly coupled, these methods have a substantial computational complexity of com-

1 Introduction

Recent progress of cooperative multi-agent reinforcement learning (MARL) has shown attractive prospects for various real-world applications, such as traffic control [Zhang et al., 2019a], autonomous vehicles [Palanisamy, 2020], and resource optimization [Li et al., 2019]. In communication-enabled MARL, learning differentiable communication protocols has become an active area [Hernandez-Leal et al., 2019]. Previous work [Sukhbaatar et al., 2016; Jiang and Lu, 2018; Das et al., 2019] aims to learn when and with whom to share local observations, which achieves implicit coordination by aggregating messages from others. However, these methods can only represent the same policy or value space as communication-free algorithms because they use the same update methods, e.g., PPO [Schulman et al., 2017] or DDPG [Lillicrap et al., 2016]. As a result, they still suffer from the non-stationarity problem and cannot solve tasks that require significant coordination, e.g., relative overgeneralization pathology, where the reward for an agent gets confused by penalties from exploratory actions of others.

Sharing intentions is an effective mechanism that improves the representational capacity of the value function, where the intention is the message that encodes each agent’s future action or trajectory. Coordination graph [Guestrin et al., 2002] is a graph-based value factorization method where the local observations and the actions are shared through the edge between connected agents. However, the graph is always static and complete, which has a high representational capacity of the joint value function but is not flexible in complex cooperative multi-agent tasks. To reduce communication costs, some work has been put forward to learn the relationships between agents through soft-attention mechanisms [Li et al., 2021; Yang et al., 2022]. In these methods, each agent makes its decision based on the weighted messages of all other agents. Namely, the relationships between agents are formulated as weighted undirected graphs. However, the parallel message-passing updates cannot guarantee convergence in undirected graphs with cycles based on the analysis of the maximum a posteriori problem in graphical models [Pearl, 1989; Wainwright et al., 2002; Wainwright et al., 2004].
munication and execution. For example, Fig. 1-a shows a warehouse keeper game, where agent 1 and 2 are assigned to two separate rooms to move the light boxes independently, but agent 3 to 6 are required to cooperate to move the heavy box. In this scenario, agent 1 and 2 do not need to propagate their intentions because their actions do not influence other agents. Fig. 1-b to d show different communication topologies. Based on this prior, it is observed that the undirected graph and the agent-by-agent graph involve many redundant edges compared to the hierarchical graph, leading to complexity in execution and potential difficulties in policy learning. Therefore, an open research question arises:

How to learn dependency relations between agents and achieve efficient sequential intention sharing in MARL with complex reward and state transition dependency?

To tackle this problem, we propose a novel graph-based communication scheme for multi-agent coordination named Deep Hierarchical Communication Graph (DHCG), that explicitly models the dependency relations between agents as a directed acyclic graph (DAG) to constrain the flowings of intentions through directed edges. We integrate the selection of the graph topology into the trial-and-error loop of reinforcement learning by regarding it as an action. During training, we apply an intrinsic reward for acyclicity constraint and use a critic to estimate the value of the communication graph at a given state. The graph is optimized by maximizing the output of the critic. In addition, we also formulate a new equivalent representation of DAG and search for its curl-free component to ensure the acyclic property. The hierarchical communication graph reduces communication costs by cutting off unrelated edges for sharing intentions and guaranteeing convergence. We propose policy-based and value-based DHCG to demonstrate the effectiveness of the learned graphs. Policy-based DHCG factorizes the joint policy in an auto-regressive manner, and value-based DHCG factorizes the joint value function to individual value functions and pairwise payoff functions. We list our main contributions as follows:

- We propose policy-based and value-based DHCG to ensure sequential intention sharing, where the dependency relations are formulated as directed acyclic graphs and learned in an end-to-end fashion.
- The empirical results show that DHCG improves performance on multiple partially observable MARL benchmarks, including Predator-Prey, Multi-Agent Coordination Challenge, and StarCraft Multi-Agent Challenge.

## 2 Problem Formulation and Notations

A fully cooperative multi-agent task in the partially observable setting can be formulated as a Decentralised Partially Observable Markov Decision Process (Dec-POMDP) [Oliehoek and Amato, 2016], consisting of a tuple \( G = (A, S, \Omega, O, U, P, R, n, \gamma) \), where \( a \in A \equiv \{1, \ldots, n\} \) describes the set of agents, \( S \) denotes the set of states, \( \Omega \) denotes the set of joint observations, and \( R \) denotes the set of rewards. At each time step, an agent obtains its observation \( o \in \Omega \) based on the observation function \( O(s, a) : S \times A \to \Omega \), and an action-observation history \( \tau_a \in T \equiv (\Omega \times U)^* \). Each agent \( a \) chooses an action \( u_a \in U \) by a stochastic policy \( \pi_a(\tau_a) : T \times U \to [0, 1] \), forming a joint action \( u = (u_1, \ldots, u_n) \in U \), which leads to a transition on the environment through the transition function \( P : S \times U \times S \to [0, 1] \). All agents share the same reward function \( r : S \times U \to \mathbb{R} \.

The goal of the task is to find the joint policy \( \pi \) which can maximize the joint action-value function \( Q^\pi(s_t, u_t) = \mathbb{E}_{\tau_{t+1}, \ldots, \tau_T \sim \pi(\tau)}[R_t|s_t, u_t] \), where \( R_t = \sum_{t=0}^{\infty} \gamma^t r_{t+1} \) is the discounted return, and \( \gamma \in (0, 1) \) is a discounted factor.

In communication-based MARL, agents can exchange information and are still enforced to take actions simultaneously during decentralized execution on Dec-POMDP.

## 3 Dependency Relations

This section briefly introduces the definition of dependency relations between agents. In the dependency theory, agent \( i \) depends on agent \( j \) if agent \( i \) has the goal \( g_i \) that exceeds its capacity to reach it, and agent \( j \) has one of the necessary actions or resources to achieve \( g_i \) [Conte and Sichman, 2002]. Therefore, the dependency relationship can be interpreted as the representation of the reward and transition dependency among cooperative agents. For example, the dependency value can be quantified by the influence of the agent \( i \)’s intention on agent \( j \), i.e., the difference between the expected \( Q \)-value function of agent \( j \) and its counterfactual \( Q \)-value function without the intention of agent \( i \). The dependency value should be zero when the cooperative agents are transition-independent [Dimakopoulou and Van Roy, 2018; Dimakopoulou et al., 2018; Bargiacchi et al., 2018]. One can remove the connection from agent \( i \) to \( j \) if agent \( j \) does not change its decision after receiving the intention of agent \( i \). However, since the action space grows exponentially with the number of agents, it requires vast exploration to obtain the exact counterfactual \( Q \)-value function in multi-agent tasks.

Based on dependency relations, sharing intentions allows the agents to know the necessary actions from others, which enlarges the function expressiveness and improves coordination performance. However, the joint policy fails to converge on the optimal if the inter-agent relations contain cycles and the task has multiple optimums [Wainwright et al., 2004]. In addition, it requires an intractable prior to manually setting dependency relations and eliminating cycles in complex
multi-agent cooperative tasks involving various states. Therefore, it is crucial to learn the dynamic dependency relations in MARL with complex reward and transition dependency.

4 Method

This section presents a novel multi-agent reinforcement learning algorithm named Deep Hierarchical Communication Graph (DHCG). The dynamic dependency relations between agents are formulated as a message-dependent directed acyclic graph (DAG) $G = (V, E)$, where $V := \{1, ..., n\}$ is the set of vertices, and $E$ is the set of directed edges. Each vertex represents an agent, and each edge describes the relationship between two connected agents.

As shown in Fig. 2, each agent $i$ obtains the observation feature $\tau_{i}^{t}$ based on the observation-action history $\tau_{i}^{t-1}$ and the current local observation $o_{i}^{t}$ at each timestep $t$. Then, each agent $i$ makes its initial decision $u_{i} = \pi_{i}(\tau_{i}^{t})$ in the decentralized way and obtains the hierarchical communication graph $G = \pi_{h}(\tau, \tilde{u})$. Based on the messages from its ancestors, each agent chooses the action and then sends messages to its connected agent, where the message encodes the observations and the intention. After communication, the agents take actions simultaneously and interact with the environment.

During training, the selection of the proper hierarchical communication graph $G$ is regarded as an action aiming to maximize the discounted return. Under this interpretation, we integrate the selection of the DAG into the trial-and-error loop of reinforcement learning. We use a critic with an intrinsic reward for acyclicity to evaluate the value of the graph and train the graph by maximizing the output of the critic. Then, we project the learned graph into the admissible solution set of DAGs to eliminate cycles.

4.1 Deep Hierarchical Communication Graph

During execution, each agent $i$ encodes the observation-action history $\tau_{i}$ and its initial decision $u_{i}$ into a query vector $q_{i} \in \mathbb{R}^{d_{k}}$ and a key vector $k_{i} \in \mathbb{R}^{d_{k}}$, where $d_{k}$ is a constant. Then, the estimated communication graph is obtained by:

$$G_{i} = \text{softmax} \left[ \frac{q_{i}^{T} k_{1}}{\sqrt{d_{k}}}, \frac{q_{i}^{T} k_{2}}{\sqrt{d_{k}}}, ..., \frac{q_{i}^{T} k_{d_{k}}}{\sqrt{d_{k}}} \right],$$

where $G_{ii} = 0$. In addition, we set $G_{ij} = 0$ if $\|G_{ij}\| < \delta$, where $\delta > 0$ denotes a fixed threshold.

The optimization of $G$ includes two steps. First, we introduce an intrinsic reward for the acyclicity constraint and use a critic parametrized by $\theta_{c}$ to estimate the value of $G$:

$$L(\theta_{c}) = \mathbb{E} \left[ (Q(s^{t}, G^{t}; \theta_{c}) - y^{t})^{2} \right],$$

where $y^{t} = r^{t} + \gamma Q(s^{t+1}, G^{t+1}; \theta_{c}^{t}) - \lambda Z(G^{t})$ is a fixed target, $Z(G^{t}) = \text{tr} \left[ I + \exp(G^{t} \circ G^{t}) \right] - n$ is a constraint for acyclicity [Zheng et al., 2018], $\lambda$ denotes a fixed penalty parameter, and $\theta_{c}^{t}$ is the parameters of the non-differentiable target network, which copied from $\theta_{c}$ every few epochs.

At each timestep $t$, the graph $G^{t} = \pi_{h}^{t}(\tau^{t}, \tilde{u}^{t}; \theta_{\pi^{t}})$ is optimized by maximizing the output of the critic:

$$\nabla_{\theta_{\pi^{t}}} L(\theta_{\pi^{t}}) = \mathbb{E} \left[ \nabla_{\tilde{G}} Q(s^{t}, G^{t}) \nabla_{\theta_{\pi^{t}}} \pi_{h}^{t}(\tau^{t}, \tilde{u}^{t}) \right].$$

Second, we search for the curl-free component of the learned graph $\hat{G}$ from Eq. (3) to ensure acyclicity by projecting it into the admissible solution set of DAGs. Inspired by DAG-Nocurl [Yu et al., 2021], we reformulate an equivalent representation of a DAG with $\nu(W; p; \theta_{w}) = W \circ \text{ReLU}(\text{grad}(p))$, where $W_{ij} = -W_{ji}$ is the matrix with zero diagonal elements, grad(.) is a gradient flow, $p$ is approximated by $\tilde{p} = -\Delta_{G} \text{div}(\frac{1}{2}(C(\hat{G}) - C(\hat{G})^T)), C(\hat{G})$ is the connectivity matrix of $\hat{G}$, and $\Delta_{G}$ is the graph Laplacian:

$$[\Delta_{G}]_{ij} = \begin{cases} d - 1, & \text{if } i = j \text{ and } i, j \neq n \\ -1, & \text{if } i \neq j \text{ and } i, j \neq n \\ 0, & \text{otherwise} \end{cases}$$

When the estimated graph $\hat{G}$ has cycles but contains some correct ordering information, Eq. (4) ensures that the approximated value $\tilde{p}$ encodes a proper topological ordering of the agents. $W$ is optimized with the fixed $\tilde{p}$:

$$\nabla_{\theta_{w}} L(\theta_{w}) = \mathbb{E} \left[ \nabla_{\tilde{G}} Q(s, \hat{G}) |_{\hat{G} = \nu(W, \tilde{p})} \nabla_{\theta_{w}} \nu(W, \tilde{p}) \right].$$

Only elements in the upper triangular matrix of $W$ are optimized to enforce the skew-symmetric property. Finally, we eliminate cycles in $\hat{G}$ by minimizing the following loss:

$$L(\theta_{\pi^{t}}) = \sum_{b=1}^{B} \left[ \pi_{h}^{t}(\tau, \tilde{u}; \theta_{\pi^{t}}) - \nu(W, \tilde{p}) \right]^2,$$

where $B$ denotes the size of the sampled minibatch.

4.2 Value-based and Policy-based DHCG

To demonstrate the adaptability and effectiveness of the learned graphs, we propose value-based and policy-based DHCG to train the agent network, respectively.

Value-based DHCG (DHCG-V). We combine deep coordination graph [Böhmer et al., 2020] with the learned communication graph $G = (V, E)$, where the joint Q-value function is factorized to the summation of individual utility functions $q_{i}^{0}$ and pairwise payoff functions $q_{ij}^{0}$:

$$Q(s, \tau, u, G; \varphi, \omega) := \frac{1}{|V|} \sum_{i=1}^{n} q_{i}^{0}(u_{i}|\tau_{i}) + \frac{1}{|E|} \sum_{(i,j) \in E} q_{ij}^{0}(u_{i}, u_{j}|\tau_{i}, \tau_{j}) + v^{\omega}(s),$$
Based on the learned value function, et al. approximated value of the joint advantage function based on the analysis of the maximum a posteriori graphs. There are no guarantees that graphs with cycles will converge based on the analysis of the maximum a posteriori problem in graphical models [Pearl, 1989; Wainwright et al., 2002; Wainwright et al., 2004].

Policy-based DHCG (DHCG-P). Based on the learned graph $G$, each agent $i$ can determine the set of its ancestor agents $L(i)$. The joint policy $\pi^\theta(u_i, \tau, m_i)$ is factorized in an auto-regressive manner:

$$\pi^\theta(u_i, \tau, m_i) = \prod_{i=1}^{n} \pi^\theta_i(u_i|\tau_i, m_i),$$

where $\theta$ denotes the shared parameter of the agent network, $\tau = \{\tau_i\}_{i=1}^{n}$ denotes the joint observation-action history, $m_i = \{m_i\}_{i=1}^{n}$ is the messages, $m_i = \bigcup_{j \in L(i)} \{u_j \oplus W^s_{ij} \tau_j\}$ contains the intention and the weighted observation-action history from its ancestors, and $W^s$ denotes a self-attention module to aggregate the observation-action histories.

In the training stage, the agent network is optimized by minimizing the following PPO-clip objective of:

$$-\frac{1}{T^n} \sum_{i=1}^{n} \sum_{t=0}^{T-1} \min[\eta^{\frac{1}{2}}_t(\theta) \hat{A}^t, \text{clip}(\eta^{\frac{1}{2}}_t(\theta), 1 \pm \epsilon) \hat{A}^t],$$

where $\eta^{\frac{1}{2}}_t(\theta) = \pi^\theta(u_i|\tau_i, m_i) / \pi^\theta_{\text{target}}(u_i|\tau_i, m_i)$, $\hat{A}^t = \sum_{t=0}^{\infty} (\gamma \lambda)^t \delta_{t+t}^V$ is an approximated value of the joint advantage function based on the generalized advantage estimation [Schulman et al., 2016], $\delta_{t+t}^V = r^t + \gamma V(\tau^{t+t+1}) - V(\tau^{t+t})$, $V(\tau^t) = \frac{1}{n} \sum_{i=1}^{n} V^\phi(\tau^t_i)$ is the joint value function, and $V^\phi(\tau^t_i)$ is the individual value function. $V^\phi(\tau^t_i)$ is optimized to minimize the following empirical Bellman error:

$$L(\phi) = \frac{1}{T^n} \sum_{i=1}^{n} \sum_{t=0}^{T-1} \left[ r^t + \gamma V^\phi(\tau^{t+t+1}) - V^\phi(\tau^t_i) \right]^2,$$

where $\phi'$ is the parameter of the non-differentiable target network. Since the outputs of all actions has already been collected in the replay buffer, the agent network can be optimized in parallel during training.

Auto-regressive learning is a minimal approximation of centralized learning. Any optimal joint policy can be factorized in an auto-regressive manner. However, the agent-by-agent optimal learned by the auto-regressive scheme may not be the global optimal [Bertsekas, 2019].

5 Related Work

In recent years, end-to-end learning with differentiable communication protocols has become an active area in cooperative multi-agent reinforcement learning (MARL). CommNet [Sukhbaatar et al., 2016] uses continuous channels, averaging message vectors and sending them to each agent. ATOC [Jiang and Lu, 2018] proposes a communication model based on the hard attention mechanism to learn when to communicate and integrate information from others. TarMAC [Das et al., 2019] applies a soft attention matrix to aggregate messages. GA-Comm [Liu et al., 2020] argues that soft attention makes the agent still rely on irrelevant agents’ messages and proposes a game abstraction mechanism to extract relationships. However, these methods mainly focus on sharing observations effectively to solve partially observable problems and use the same policy update scheme as independent learning with individual rewards. As a result, they still suffer from the non-stationarity problem in MARL.

To exploit communication in the team reward setting, VBC [Zhang et al., 2019b] enables the agents to send communication requests and reply to others adaptively based on their confidence about local decisions, which reduces communication costs. NDQ [Wang et al., 2019] uses message entropy and mutual information for shortening the message and reducing the uncertainty of the receiver’s $Q$-value. MAIC [Yuan et al., 2022] learns targeted teammate models, with which each agent can generate incentive messages to specific agents and bias their value functions directly. To achieve better credit assignment and coordination, these methods use mixing networks to approximate the joint $Q$-value function by aggregating individual $Q$-value functions in an additive or a monotonic way. Despite claiming their methods reduce communication costs, they can only represent the same class of joint value functions as the mixing function they used, which cannot cope with the task that an agent’s ordering over its actions depends on others’ actions [Rashid et al., 2020; Wang et al., 2020]. Consequently, they cannot solve tasks that require significant coordination within a given timestep, e.g., relative overgeneralization pathology. A simple but effective way to solve this limitation is to enlarge the representational capacity of value functions by explicitly integrating the intentions into the message. IS [Kim et al., 2021] allows the agents to model the environment dynamics to predict their imaginary paths and share intentions with others by an attention module. However, the softmax function in attention modules encourages agents to be fully connected, which generates redundant information for policy learning. Fu et al. [2022] propose auto-regressive policy learning where the action produced by each agent depends on its observation and all the actions from its previous agents under a specified agent-by-agent execution order. Similarly, MAT [Wen et al., 2022] uses an encoder-decoder architecture and transforms multi-agent joint policy optimization into a sequence modeling process. Although sharing intentions in the agent-by-agent manner is a simple but effective method to achieve greater representational capacity compared with independent learning, it can only converge to one of the Nash equilibriums rather than the global optimum.

Coordination graph (CG) [Guestrin et al., 2002] is another representative method to share intentions during communication. CG decomposes the joint $Q$-value into individual utilities and payoff contributions based on the intention of
the agents connected by the hyper-edges. Deep coordination graph [Böhmer et al., 2020] considers a static graph connecting all pairs of agents. This graph structure has high representational capacity in centralized $Q$-values but raises a challenge for computation in the execution phase. However, Zhang et al. [2013] suggest that the graph could also depend on states, which means each state can have its own unique CG. DICG [Li et al., 2021] applies the attention mechanism to learn the appropriate message-dependent coordination graph structure with soft edge weights. CASEC [Wang et al., 2022] uses the variance of payoff functions to construct context-aware sparse coordination topologies. SOP-CG [Yang et al., 2022] also employs dynamic graph topology and uses structured graph classes to guarantee accuracy and computational efficiency. However, these methods model the relations between agents and undirected graphs, and the parallel message-passing update in such graphs cannot guarantee convergence.

**Relationship to MAT.** MAT [Wen et al., 2022] and DHCG-P formulate the joint policy optimization as a sequence modeling process. MAT randomly chooses a permutation of agents as the update order, which is hard to scale to tasks with complex reward and state transitions. In contrast, we view the selection of the proper communication graph as an action and train it in an end-to-end fashion in DHCG-P, adding more flexibility in tasks involving multiple states.

**Relationship to SOP-CG.** SOP-CG [Yang et al., 2022] and DHCG-Q apply dynamic graph into coordination graph method [Guerin et al., 2002]. SOP-CG focuses on the polynomial-time greedy policy execution and models the state-dependent graph as undirected graphs, which cannot guarantee convergence. In contrast, DHCG-Q formulates the dependency relations as directed acyclic graphs, where each edge denotes the direction of intention propagation for connected agents. The acyclic property guarantees convergence and cuts off redundant information, reducing communication costs and improving coordination performance.

## 6 Results

In this section, we conduct empirical experiments to answer the following questions: (1) Is Deep Hierarchical Communication Graph (DHCG) better than the existing MARL methods in scenarios with complex reward and transition dependency among cooperative agents? (2) Can DHCG outperform the pre-defined topologies or existing graph-based methods? (3) How does DHCG differ from communication-enabled algorithms? (4) Can DHCG generate different graphs to adapt to different situations? All figures in the experiments are plotted using mean and standard deviation with confidence internal 95%. We conduct five independent runs with different random seeds for each learning curve.

### 6.1 Performance Comparison

In this section, we compare the performance of MAPPO [Yu et al., 2022], HAPPO [Kuba et al., 2022], QMIX [Rashid et al., 2018], DCG [Böhmer et al., 2020], CASEC, SOP-CG [Yang et al., 2022], and DHCG on Predator-Prey [Son et al., 2019], Multi-Agent Coordination Challenge (MACO) [Wang et al., 2022], and StarCraft Multi-Agent Challenge (SMAC) [Samvelyan et al., 2019]. The line style is dotted with circle marks for policy-based algorithms and is solid for value-based algorithms.

Predator-Prey is a partially observable environment containing eight predators (agents) and eight prey in a $10 \times 10$ grid world. Each agent observes a $5 \times 5$ sub-grid around it and can perform five actions, i.e., up, down, left, right, and catch. When two agents surround a prey but only one tries to catch it, the team receives a miscoordination penalty $p < 0$. By contrast, they earn a bonus of 10 if they catch simultaneously. After a successful catch, the catching agents and prey will be removed from the grid.

The results on predator-prey are illustrated in Fig. 3. DHCG-Q, CASEC, SOP-CG, and DCG can learn the optimal policy when the miscoordination penalty is $-2$. MAT, MAPPO, and DHCG-P fail to solve this task because the agent-by-agent optimal learned in an auto-regressive manner may not be the global optimal, which is consistent with our analysis in Section 4.2. QMIX also shows negative results because it can only represent a restricted space due to the monotonic constraints on the joint $Q$-value function and the individual $Q$-value functions. CASEC and SOP-CG learn slowly and become unstable with the penalty increase, while DCG completely fails to solve the task. In contrast, DHCG-Q outperforms all baselines with a considerable gap because it ensures convergence and cuts off redundant communication edges by directed graphs. We also visualize the coordination structures learned by DHCG in Section 6.4 to show the adaptability of the deep hierarchical communication graphs.

The MACO benchmark raises challenges of partial observability and relative overgeneralization pathology. Since the reward observed by an agent is highly related to the actions of others, the learning of decentralized policies is unstable due to the exploration of other agents. The proper credit assignment is necessary to solve this issue. In Fig. 4, we can see that policy-based methods do not perform well on these tasks. Although DHCG-P cannot solve Aloha and Gather, it still outperforms both MAPPO and MAT in Disperse and Hallway by a considerable gap. In contrast, DHCG-Q achieves the best performance in all four tasks, highlighting the effectiveness of directed acyclicity in coordination graphs.

We also compare DHCG with baselines on the SMAC benchmark. We use an $\epsilon$-greedy exploration scheme, where $\epsilon$ decreases from 1 to 0.05 over 50 thousand timesteps in...
10m_vs_11m and MMM2, and over 1 million timesteps in corridor and 3s5z_vs_3s6z. Fig. 5 shows that DHCG-P performs better than MAT and MAPPO. In addition, DHCG-Q significantly outperforms all baselines, indicating that intention sharing through message-dependent directed acyclic graphs can improve learning speed and coordination performance in more complex tasks.

6.2 Ablation Study

In this section, we conduct ablation studies to demonstrate the superiority of the hierarchical communication graph. We compare it with three static graphs (Line, Cycle, and Star), a random graph (Random), and two trainable topologies (Soft and GA). The definition of these topologies is shown in Tab. 1. During communication, the agents share their intentions based on these graphs.

As shown in Fig. 6, the agents in the pre-defined graphs can benefit from the intentions of the ancestors when the topologies match the ground truth execution order demands. However, when such static graphs cannot characterize the task, the structure introduces more redundant information and harms policy learning. As a result, Line does not perform well in these tasks despite having acyclicity. Since the graph with cycles cannot guarantee to converge, Cycle, Star, and Random show poor performance in 10m_vs_11m, 5m_vs_6m, and MMM2. In addition, Soft and GA perform lower than DHCG-Q with a considerable gap in 10m_vs_11m and MMM2 because they cannot learn acyclic graphs by the attention module without any constraints and may not converge when the task involves multiple optimums. In contrast, benefitting from the adaptability and the acyclicity, DHCG-Q cuts off redundant communication edges and outperforms these communication structures across all tasks.

6.3 Comparison with Communication Algorithms

In this section, we investigate the contribution of sharing intention with DHCG by comparing our method with more communication-enabled MARL algorithms, including CommNet [Sukhbaatar et al., 2016], TarMAC [Das et al., 2019], NDQ [Wang et al., 2019], GA-Comm [Liu et al., 2020], IS [Kim et al., 2021], MAIC [Yuan et al., 2022], and a leader-follower algorithm EBPG [Shi et al., 2019]. Due to the team reward setting in SMAC, we combine CommNet, TarMAC, GA-Comm, IS, and EBPG with QMIX [Rashid et al., 2018] to achieve credit assignment.

As shown in Fig. 7, CommNet, TarMAC, and GA-Comm perform poorly in complex coordination tasks because they ignore the importance of intentions in policy learning and have very limited expressiveness for value functions. NDQ uses mutual information to reduce non-stationarity. MAIC utilizes teammate representation to bias the other agent’s Q-values, which is optimized by maximizing the mutual information between the action and the random variable of the teammate model distribution. However, their poor performance indicates that the additional entropy loss is not feasible and reliable in complex tasks. IS also fails to solve the task even though it propagates the intention through a soft-attention module, suggesting the difficulties in learning acyclic graphs by soft-attention modules without any con-
inequalities at a state that requires significant coordination. The predator in the bottom right corner also propagates its intention because it encounters prey otherwise. Meanwhile, the predator in the bottom right corner knowing its ancestor intends to catch the prey and “move” two predators. The follower agent would execute “catch” after knowing its ancestor intends to catch the prey and “move” otherwise. Using such dependency relations, agents know the necessary intentions at a state that requires significant coordination, i.e., the joint action would lead to various states and rewards. As a result, the joint \( Q \)-value can be factorized to individual \( Q \)-value functions and pairwise payoff functions, yielding a proper credit assignment for agents.

Compared with fully-connected graphs, the hierarchical communication graph restricts the joint \( Q \)-value function expressiveness because part of the action inputs is removed. However, Fig. 8 shows that the learned graphs approximates the comprehensible dependency relations between agents and only cuts off redundant messages, improving the communication efficiency and the algorithm’s sample complexity.

7 Conclusion and Future Work

This paper proposes Deep Hierarchical Communication Graph (DHCG), a novel multi-agent graph-based method that guarantees convergence and improves coordination performance by sharing intentions through directed acyclic communication graphs. To enable end-to-end learning for the communication graph, a critic with an intrinsic reward for acyclicity is applied to evaluate the value of the graph. We also project the learned graph to an admissible set of directed acyclic graphs to eliminate cycles. To show the effectiveness and the adaptability of the learned graphs, we propose policy-based and value-based DHCG to train the agent network. The policy-based algorithm factorizes the joint policy in an auto-regressive manner. The value-based algorithm factorizes the joint \( Q \)-value functions and pairwise payoff functions, The results show that DHCG can learn interpretable dependency relations and improve performance on several benchmarks. Since sharing intentions is time-consuming when the number of agents is large, predicting others’ intentions based on dependency relations will be an interesting future direction.

Figure 6: Ablation study on the StarCraft Multi-agent Challenge benchmark.

Figure 7: Performance comparisons with different communication protocols on the StarCraft Multi-agent Challenge benchmark.

Figure 8: Communication graphs learned by DHCG-Q on Predator-Prey: (a) Grouping at initialization; (b) Sending necessary intentions at a state that requires significant coordination.

6.4 Visualization of Communication Graph

To show the adaptability of the deep hierarchical communication graph, we visualize the learned communication graph structures and the heatmap on Predator-Prey in Fig. 8. 

We take two states in an episode as an example. Fig. 8-a presents that the predators (agents) and prey are generated randomly on the map at initialization, where agents naturally form different groups to chase prey. After several steps, as illustrated in Fig. 8-b, the prey in the center is surrounded by two predators. The follower agent would execute “catch” after knowing its ancestor intends to catch the prey and “move” otherwise. Meanwhile, the predator in the bottom right corner also propagates its intention because it encounters prey alone, and the “catch” action would lead to a miscoordination penalty. Using such dependency relations, agents know the necessary intentions at a state that requires significant coordination, i.e., the joint action would lead to various states and rewards. As a result, the joint \( Q \)-value can be factorized to individual \( Q \)-value functions and pairwise payoff functions, yielding a proper credit assignment for agents.

Compared with fully-connected graphs, the hierarchical communication graph restricts the joint \( Q \)-value function expressiveness because part of the action inputs is removed. However, Fig. 8 shows that the learned graphs approximates the comprehensible dependency relations between agents and only cuts off redundant messages, improving the communication efficiency and the algorithm’s sample complexity.
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