Tracking Different Ant Species: An Unsupervised Domain Adaptation Framework and a Dataset for Multi-object Tracking

Chamath Abeysinghe\textsuperscript{1}, Chris Reid\textsuperscript{2}, Hamid Rezatofighi\textsuperscript{1} and Bernd Meyer\textsuperscript{1}

\textsuperscript{1}Dept. of Data Science and Artificial Intelligence, Monash University
\textsuperscript{2}School of Natural Sciences, Macquarie University

\{chamath.abeysinghe, hamid.rezatofighi, bernd.meyer\}@monash.edu, chris.reid@mq.edu.au

Abstract

Tracking individuals is a vital part of many experiments conducted to understand collective behaviour. Ants are the paradigmatic model system for such experiments but their lack of individually distinguishing visual features and their high colony densities make it extremely difficult to perform reliable tracking automatically. Additionally, the wide diversity of their species’ appearances makes a generalized approach even harder. In this paper, we propose a data-driven multi-object tracker that, for the first time, employs domain adaptation to achieve the required generalisation. This approach is built upon a joint-detection-and-tracking framework that is extended by a set of domain discriminator modules integrating an adversarial training strategy in addition to the tracking loss. In addition to this novel domain-adaptive tracking framework, we present a new dataset and a benchmark for the ant tracking problem. The dataset contains 57 video sequences with full trajectory annotation, including 30k frames captured from two different ant species moving on different background patterns. It comprises 33 and 24 sequences for source and target domains, respectively. We compare our proposed framework against other domain-adaptive and non-domain-adaptive multi-object tracking baselines using this dataset and show that incorporating domain adaptation at multiple levels of the tracking pipeline yields significant improvements. The code and the dataset are available at https://github.com/chamathabeysinghe/da-tracker.

1 Introduction

Many biologists and ecologists are interested in understanding social insect behaviours, in particular, that of ants to gain insights into how social systems collaborate in nature. This important research is unfortunately slowed down by the difficulty of automatically tracking ants of many different species in very diverse experimental environments.

Compared to other multi-object tracking (MOT) problems in computer vision, ant tracking imposes unique challenges; individual ants are visually extremely similar and move in highly crowded environments with complex interactions. This leads to a significant level of occlusions, overlapping movements etc. Furthermore, ants comprise a great variety of species with broadly differing appearances between species. The main problem for data-driven approaches arising from this diversity is the transferability between species. State-of-the-art data-driven tracking methods such as [Meinhardt et al., 2022; Sun et al., 2020] trained on a dataset of a specific ant species and environment do not perform well on datasets with different ant species and environments, as shown in the experiment section of this paper. Consequently, the most popular approaches used for ant tracking rely on model-based detection and tracking techniques [Pérez-Escudero et al., 2014; Naiser et al., 2018]. To the best of our knowledge, no species-diverse large-scale dataset exists that can be used for training and comparing state-of-the-art data-driven detection and tracking approaches, e.g., [Ren et al., 2015; Meinhardt et al., 2022; Sun et al., 2020].

In this paper, we propose a data-driven domain adaptive multi-object tracking framework, named DA-Tracker, which
is capable of transferring knowledge from training with one ant species (source) to another ant species in a different environment (target). To the best of our knowledge, our proposed approach is the first MOT framework to tackle this unsupervised domain adaptation problem in an end-to-end trainable manner. Fig. 1 shows a high-level design of the proposed framework and its performance in unifying the source and target feature representation.

Our proposed end-to-end multi-object tracking approach builds upon [Meinhardt et al., 2022] and extends this to perform domain adaptation. Our domain adaptation modules are based on adversarial training strategies that generate similarity between the encoded input and decoded output representations from source and target data by enforcing highly overlapping feature distributions. To this end, domain adaptation is applied to image level features and track level information separately. To train DA-Tracker, we use two different categories of losses: 1) supervised losses, used for source domain data only, and 2) discriminator losses, used for both source and target domain data. The multi-object tracking module learns to localize objects and generate tracks using the supervised losses from the annotated outputs available in the source data. The three discriminators, connected to the intermediate encoding and decoding layers in the tracking pipeline, ensure that the tracking module generates highly similar feature distributions for source and target domains data across the input and output representations.

As a second contribution, we introduce and make publicly available a new large-scale dataset for ant tracking with unsupervised domain adaptation in realistic experimental setups. We use this to evaluate our framework in this paper. Our dataset includes 57 video sequences (more than 30K image frames) captured in a laboratory environment from two ant species Oecophylla smaragdina (weaver ants) and Camponotus aeneopilosus (carpenter ants) with very different appearances and behaviour moving on different background structures (ranging from plain to grassy backgrounds) under various ant population density, lighting and the camera zoom conditions (Fig. 3). The dataset is provided with about 700K and 2K high-quality bounding boxes and tracks, respectively. To establish a standard benchmark, we divide both the target and source domain data into three splits: training, validation and test. The training split comprises about 50% of data; test and validation about 25% each. To evaluate our method, we adopt standard multi-object tracking metrics such as MOT-Clear [Bernardin and Stiefelhagen, 2008], IDF [Ristani et al., 2016] and HOTA [Luiten et al., 2021].

In summary, our main contributions are to: (1) propose an unsupervised domain adaptation method for multi-object tracking in an end-to-end trainable framework, (2) introduce a large-scale ant dataset and benchmark for unsupervised domain adaptation in multi-object tracking, (3) comprehensively evaluate and compare our framework against the state-of-the-art detection based and data-driven MOT approaches.

2 Related Work

Multi-object tracking in computer vision: In multi-object tracking problems, data-driven approaches have shown state-of-the-art performance on many publicly available MOT datasets such as [Milan et al., 2016; Geiger et al., 2012]. A main paradigm in multi-object tracking is tracking-by-detection where the problem is divided into a two-step process: (1) object detection and (2) track generation. In the first step, a deep learning-based object detector, e.g., [Ren et al., 2015; He et al., 2017; Carion et al., 2020], is used to localize all the objects of interest in all the frame sequences. Next, a tracking technique is applied to generate tracks, e.g., a filtering-based framework [Bewley et al., 2016; Wojke et al., 2017; Rezatofighi et al., 2015], an optimisation-based technique [Schulter et al., 2017; Lan et al., 2016] or another approach [Oh et al., 2009; Choi, 2015] using a similarity/distance measure between detection and hypothetical tracks, that is generally based on appearance information [Wojke et al., 2017; Liu et al., 2020], motion information [Leal-Taixé et al., 2011; Saleh et al., 2021] or both [Sadeghian et al., 2017; Bae and Yoon, 2014].

A different multi-object tracking paradigm that has recently become popular is joint-detection-and-tracking [Meinhardt et al., 2022; Sun et al., 2020; Bergmann et al., 2019; Feichtenhofer et al., 2017]. Joint-detection-and-tracking performs object detection and tracking simultaneously in a single step. Integrating everything into a single step allows us to efficiently exchange information between object detection and tracking. Our proposed model is built on top of this category of MOT approaches. In this paper, we use Trackformer [Meinhardt et al., 2022] as an end-to-end trainable MOT framework as our baseline. Trackformer [Meinhardt et al., 2022] is a joint-detection-and-tracking method inspired by the transformer object detector, DETR [Carion et al., 2020]. Trackformer has two object detectors working on consecutive frames. It learns to initialize new tracks (i.e. new detected objects), and terminate the exiting tracks or associate them to the next frame by predicting their next state (i.e. bounding box and confidence scores) in an auto-regressive scheme between two consecutive frames.

Ant tracking: Most existing ant tracking frameworks follow model-based approaches [Perez-Escudero et al., 2014; Naiser et al., 2018]. A popular monitoring tool used for ant tracking is iDTracker. As originally described in [Perez-Escudero et al., 2014], this tool generates object detections using colour intensity thresholds and assigns a unique ID using a classification network. The original approach is model-based and does not need training data. It can efficiently work under simple tracking scenarios. However, it fails to track reliably in highly crowded environments. We note that a more recent extension, termed iDTracker.ai, uses deep learning (CNNs) for individual identification [Romero-Ferrero et al., 2019]. This approach relies on individuals being sufficiently distinguishable and no results for ants have been published in [Romero-Ferrero et al., 2019]. Another tracking-by-detection approach using deep learning for object detection (Mask R-CNN [He et al., 2017]) is described in [Imirzian et al., 2019]. This approach uses Earth Mover’s Distance (EMD) [Chen et al., 2014] to link detections into tracks. The performance of these tracking-by-detection approaches heavily relies on the supervised object detectors which need to be
re-trained for every experimental setting.

**Unsupervised domain adaptation:** Unsupervised domain adaptation is a process of generalizing a model to work on other input data than the labeled training data. There are many approaches to unsupervised domain adaptation, e.g., adversarial-based methods [Saito et al., 2019; Chen et al., 2018], discrepancy-based methods [Yan et al., 2017; Long et al., 2017], and reconstruction-based methods [Bousmalis et al., 2016; Ghifary et al., 2015]. Domain adaptation is a very well-studied problem in a few machine learning/computer vision tasks such as image classification [Ganin and Lempitsky, 2015; Jiang et al., 2020] and object detection [Saito et al., 2019; Chen et al., 2018; Zhang et al., 2021; Huang et al., 2022]. However, it has been barely extended to higher-level tasks, such as multi-object tracking, due to the complexity of such problem.

Many domain adaptation methods [Chen et al., 2018; Saito et al., 2019; Zhang et al., 2021; Huang et al., 2022] in object detection are adversarial-based methods that train image domain classifiers alongside the object detector. In adversarial-based domain adaptation, model generalization is achieved by a discriminator forcing the feature extractor to translate feature representations for different domain data into one common distribution. [Chen et al., 2018] have proposed a Faster R-CNN with an adversarial domain adaptive approach. In this method, a Faster R-CNN connects to domain classification layers at two levels: the image level and the instance level, and translates features into a common distribution. [Saito et al., 2019] propose improvements to this DA-Faster R-CNN method by introducing a new loss function that estimates a cost based on the classification’s difficulty.

Only a few studies of domain adaptation in the multi-object tracking exist [Gaidon and Vig, 2015]. One way to improve tracking’s accuracy for an unseen domain is to use a domain-adaptive object detector followed by a model-based tracking approach. The baseline models to which we compare in this study work in this way. In contrast to this and previous work, we apply domain adaptation techniques on both object detection and track generation in a data-driven multi-object tracker.

**Dataset and benchmark:** Several large-scale standard datasets and benchmarks for multi-object tracking problems exist, e.g., for pedestrian/human tracking [Milan et al., 2016; Kumar et al., 2020; Sun et al., 2022], vehicle tracking [Geiger et al., 2012; Du et al., 2018], and animal tracking [Ray and Stopfer, 2022]. Having these public datasets and benchmarks helps to develop state-of-the-art solutions in respective fields.

For ant tracking, we have only a few publicly available datasets [Imirzian et al., 2019; Wu et al., 2022]. The dataset from [Wu et al., 2022] is relatively small with about 5k images. The dataset published in [Imirzian et al., 2019] has 20K annotated images but only sparse object detections with 1.8 average detections per frame. Due to this sparseness we cannot observe complex motions and frequently overlapping tracks. Both of these datasets contain videos from only one ant species. Our proposed large-scale dataset has two ant species and higher density of 25.6 detections per frames allowing us to assess complex tracking scenarios. Furthermore, we establish standard benchmark tasks for this dataset.

3 Framework

We present an unsupervised domain adaptation method for a multi-object tracking network that translates source and target image features into a common distribution. Mapping the target feature distribution to the source distribution, we can expect a tracker trained only on the source domain to track its performance in the target domain. Our proposed approach relies on several adversarial losses for classifying image-level and track-level features between source and target data. As depicted in Fig. 2, our adversarial approach relies on three discriminators (blue boxes): two of these operate on the encoded visual features, while the third one operates on the decoded features representing the outputs/trajectories.

3.1 Multi-Object Tracker

Our approach is based on the recently proposed end-to-end multi-object tracker, known as Trackformer [Meinhardt et al., 2022]. In this framework, the tracker component uses two extended object detectors that work on consecutive frames and links the individual predictions using track queries. These track queries are essentially a summary of information about object detections in the previous frame that is passed to a predictor for the current frame. To train the tracker on the source domain, we use the supervised loss, $L_{MOT,S}$, suggested by [Meinhardt et al., 2022], which is a combination of losses for track initiation and localization for new objects and state prediction for the existing ones.

3.2 Domain Adaptation in Layers

To extend this tracking framework for unsupervised domain-adaption, we adopt the adversarial training strategy by integrating three different discriminators, trained simultaneously with the multi-object tracker. These discriminators enforce similarity between the encoded/decoded features from source and domain data. Their details are elaborated below:

**Encoded visual feature alignment:** Feature alignment works at frame-level feature extraction layers in the backbone $F$. One discriminator ($D_{el}$ in Figure 2) operates on
local features, the other one ($D_{eg}$) on global features (e.g., backgrounds, scene layouts). At the global level, domain-specific attributes may vary significantly, and attempts to align them may negatively impact model performance [Saito et al., 2019]. By incorporating two discriminators, the degree of feature alignment can be tailored to the specific layer. $D_{el}$ takes its input of height $H$ and width $W$ from the backbone layer ($F'$) and produces a domain classification prediction of the same shape. A pixel level loss is estimated from this prediction for each source domain frame, $x_i^T$, and target domain frame, $x_i^T$, to establish a strong alignment cost for local features. This local feature classification cost, $L_{local}$ is calculated over two consecutive time steps, $t = 1, 2$:

$$L_{loc_{s,t}} = \frac{1}{n_S H W} \sum_{i=1}^{n_S} D_{el}(F'(x_i^S))^2$$

$$L_{loc_{t,t}} = \frac{1}{n_T H W} \sum_{i=1}^{n_T} (1 - D_{el}(F'(x_i^T)))^2$$

$$L_{local} = \frac{1}{4} \sum_{t=1,2} L_{loc_{s,t}} + L_{loc_{t,t}}$$

$D_{eg}$ similarly predicts the domain category at the global feature level (Equation 6). This loss, a modified version of cross-entropy loss, assigns a higher value for hard-to-classify examples [Saito et al., 2019]. Equation 4 and 5 calculate this loss for source domain and target domain respectively.

$$L_{gl_{s,t}} = -\frac{1}{n_S} \sum_{i=1}^{n_S} (1-D_{eg}(F''(x_i^S)))^\gamma$$

$$\times \log(D_{eg}(F_2(x_i^s(t))))$$

$$L_{gl_{t,t}} = -\frac{1}{n_T} \sum_{i=1}^{n_T} D_{eg}(F''(x_i^T))^\gamma$$

$$\times \log(1 - D_{eg}(F''(x_i^T)))$$

$$L_{global} = \frac{1}{4} \sum_{t=1,2} L_{gl_{s,t}} + L_{gl_{t,t}}$$

The track discriminator, $D_{tr}$, ensures that the decoded (output-level) features from the source and domain data are not distinguishable by classifying their domain individually in an adversarial learning setting using the following losses:

$$L_{tr_{s,t}} = \frac{1}{n_S(n_{tr} + n_{ob})} \sum_{i=1}^{n_S} \sum_{j=1}^{n_{tr}+n_{ob}} (1 - D_{tr}(q_{i,j}))^\gamma$$

$$\times \log(D_{tr}(q_{i,j}))$$

$$L_{tr_{t,t}} = \frac{1}{n_T(n_{tr} + n_{ob})} \sum_{i=1}^{n_T} \sum_{j=1}^{n_{tr}+n_{ob}} (D_{tr}(q_{i,j}))^\gamma$$

$$\times \log(1 - D_{tr}(q_{i,j}))$$

$$L_{track} = \frac{1}{4} \sum_{t=1,2} L_{tr_{s,t}} + L_{tr_{t,t}}$$

### 3.3 End-to-End Trainable Domain Adaptation

Finally, Equation 10 combines the loss of all three discriminators with the supervised tracking loss, $L_{MOT,S}$. To train the model with all the losses together in an end-to-end trainable fashion we integrate a gradient reverse layer [Ganin and Lempitsky, 2015] between the discriminators and the tracker. The gradient reverse layer introduces negative feedback when the source and target domains features are easily distinguishable. The rationale is that easy discrimination can be assumed to be detrimental to the domain transfer of tracking. In this way the model can be trained for multiple objectives simultaneously.

$$L_{total} = L_{MOT,S} + \lambda_1 L_{local} + \lambda_2 L_{global} + \lambda_3 L_{track}$$

### 4 Dataset and Benchmark

#### 4.1 Annotated Dataset

Our benchmark dataset contains 57 video sequences recorded in a standard laboratory environment in the context of a real biological experiment. It comprises 33 videos in the source domain and 24 videos in the target domain for a total of 36k frames and 700k object detections. Each video contains between 10-50 ants on average. The videos were recorded with different backgrounds, zoom levels and lighting conditions. Table 1 details the dataset metrics. Our dataset comprises videos of two very different species of ants: Weaver Ants and Leaf-Cutter Ants.

<table>
<thead>
<tr>
<th>Source</th>
<th>Target</th>
<th>Tot.</th>
<th>Train</th>
<th>Val</th>
<th>Test</th>
<th>Tot.</th>
<th>Train</th>
<th>Val</th>
<th>Test</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tot. videos</td>
<td>20</td>
<td>6</td>
<td>7</td>
<td>33</td>
<td>12</td>
<td>6</td>
<td>6</td>
<td>24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tot. frames</td>
<td>12200</td>
<td>3440</td>
<td>4160</td>
<td>19800</td>
<td>8200</td>
<td>4100</td>
<td>4100</td>
<td>16400</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tot. detections</td>
<td>286K</td>
<td>82K</td>
<td>103K</td>
<td>471K</td>
<td>135K</td>
<td>53K</td>
<td>60K</td>
<td>249K</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tot. tracks</td>
<td>635</td>
<td>217</td>
<td>199</td>
<td>1051</td>
<td>455</td>
<td>215</td>
<td>203</td>
<td>873</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg. track len.</td>
<td>450.0</td>
<td>379.8</td>
<td>518.7</td>
<td>448.5</td>
<td>297.0</td>
<td>249.8</td>
<td>298.5</td>
<td>285.7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Our dataset has two parts: Source and Target. For domain adaptation applications, we assume we have labels only for source domain data during training. To establish a benchmark, we divide both source and the target data into training, validation and test splits.
Figure 3: Samples taken from our dataset to show the diversity. Dataset has two ant species divided as target domain and source domain. Target domain has four videos in four different backgrounds and source domain has 3 different backgrounds.

(a) Speed distribution  (b) Travel distance distribution  
(c) Crowd density distribution  (d) No-moving time distribution

Figure 4: Distribution difference in target and source domain. Here we illustrate behavioural pattern difference between two ant species.

ants (Oecophylla smaragdina) and Carpenter ants (Camponotus aeneopilosus) [Hölldobler et al., 1990]. As shown in Figs. 3 and 4, these two ant species have clearly distinguishable physical appearances and behavioural patterns, making this dataset a proper practical benchmark for domain adaptation in multi-object tracking.

We produced the ground-truth track using a two-step process: (1) a simple tracking algorithm was used to produce a tentative, partial and noisy ground truth (2) all these initial annotations were manually corrected by a human expert.

For the initial phase, we first trained a Faster R-CNN detector [Ren et al., 2015] using the detected ant locations by an off-the-shelf QR tracker [Boenisch et al., 2018] on an external dataset including ants tagged with micro-QR codes. We then used this trained detector on a second set of videos including untagged ants, i.e. our final benchmark dataset. Next, a basic multi-object tracking approach (Kalman filtering followed by Hungarian matching), was applied to link detections between successive frames and to produce the initial track annotations. Due to the fact that the object detector was trained for QR-tagged ants and due to the simplistic tracking linking, this “pseudo ground-truth” is obviously not useable as a real ground-truth. Thus, in the second phase, the “pseudo ground-truth” was manually and carefully corrected by human inspection to generate a fully valid ground-truth.

4.2 Benchmark
Source and target domains: The main application of our benchmark is to assess multi-object tracking frameworks in an unsupervised domain adaptation experimental setting. For this benchmark, we consider the weaver ant videos as the source domain and the carpenter ant videos as the target domain data, respectively.

Train, validation and test split: We divided both the target and source domain data into three splits: training, validation and test. The training split comprises about 50% of data; test and validation about 25% each. We tried our best to ensure the statistics of each split reflects the similar distribution in the terms of background types, zoom levels, density of ants etc. We will use the training and validation sets of the source (inputs and their annotations) and target domains (inputs only) for optimizing the model parameters and hyperparameter tuning, respectively. The final results are evaluated on the target domain’s test split.

Evaluation metric: Tracking performances in the biological/ecological literature are reported in a variety of different ways that do not allow direct comparison. To overcome this, we adopt standards of the multi-object tracking literature: MOTA, HOTA and IDF1. In addition to these, we include other key metrics like IDSW, MT, ML in the bench-
mark. An explanation of the full details and intricacies of these metrics is beyond the scope of this paper. Full details are given in [Luiten et al., 2021; Ristani et al., 2016; Bernardin and Stiefelhagen, 2008]. In broad sketch terms, tracking requires so solve two sub-tasks (object localization and detection association) and these metrics emphasize the performance on these two sub-tasks to different extents. IDF1 is biased toward tracking accuracy, while MOTA is biased toward detection accuracy. HOTA provides an overall assessment of both of these factors.

5 Experiments

**Implementation:** Our proposed architecture incorporates a multi-object tracker that is connected to a set of discriminators at different levels. The MOT component of this network is based on [Meinhardt et al., 2022], which is a joint-detector-tracker that has a feature extraction backbone and a transformer encoder-decoder network. Our method employs ResNet101 as the backbone for feature extraction. The transformer network, which takes both the backbone output and a positional embedding as input, is composed of a 6-layer encoder and a 6-layer decoder. This network includes three discriminators: two image feature discriminators and a track discriminator. The image feature discriminators are convolutional networks that use the output from the first and third layers of the backbone as local-level and global-level input features, respectively. They have three convolutional layers each. The track discriminator is an Multi-layer perceptron with two fully connected layers. It classifies the output embedding from the transformer decoder. We use gradient reverse layers to integrate the discriminators. Full details of the implementation are available in supplementary materials.

**Experimental evaluation:** We compare our method with a selection of representative baseline models on our dataset. We train our unsupervised domain adaptation MOT model on the training set of the source domain using the provided annotations and the training set of target domain (images only). Then we evaluated the model on the target domain test split.

For a direct comparison with our proposed domain adaptation tracking method, we did not find any relevant literature based on deep learning to address the domain adaptation for MOT problem directly. Therefore, we compare detection-based trackers that use domain adaptation methods in the object detection step. DA-FRCNN [Saito et al., 2019] is a version of Faster R-CNN which uses domain adaptation techniques. We create tracks from these detections by using SORT [Bewley et al., 2016] (Kalman filtering and Hungarian matching) and an earth-mover distance-based [Imirzian et al., 2019] trackers. We produce an additional not previously published baseline by modifying DETR [Carion et al., 2020] to perform domain adaptation using two discriminators working on image-level features similar to our proposed approach. This domain adaptive detection method is named as “Adapt DETR” in our experiments. We also use SORT and EMD to generate tracks using this domain adaptive detector.

For completeness, we also compare our proposed approach to baselines that do not use domain adaptation. These are Trackformer [Meinhardt et al., 2022], and standard DETR [Carion et al., 2020] with tracking using SORT [Bewley et al., 2016] and EMD [Imirzian et al., 2019]. The latter approach is closest to what has recently been proposed as a state-of-the-art tracker for real-world ant tracking in the biological literature [Imirzian et al., 2019].

Tab. 2 summarizes our results. To measure the improvement achieved by applying domain adaptation, we compare against the models that do not use domain adaptation. Compared to Trackformer, we achieve more than 40% improvement in HOTA, MOTA and IDF1 metrics. Fig. 6 illustrates the difference between predictions in these two experiments. We note similar significant improvement against other non-domain adaptive approaches.

Compared with detection-based trackers that use domain adaptation in the detection component alone, our methods shows more than 27% improvement in HOTA, MOTA and IDF1. Compared to the best performing baseline, Adapt DETR, i.e. DETR with integrated domain adaptation strategy,
Figure 5: Visualization of tracks between for twenty consecutive frames. Domain adaptive detection based tracker in 5a has many incorrect predictions in crowded areas compared to our proposed approach.

Figure 6: We achieved a significant tracking improvement by applying our proposed domain adaptation techniques. This illustrates detections without (a) and with (b) domain adaptation.

followed by SORT or EMD tracker, our method still shows more than 16% improvement. Fig. 5 shows the difference between baseline and proposed approach track predictions.

To report an upper bound on the performance, i.e. an overly optimistic best case scenario, we trained a separate model directly on the target domain’s training split in a supervised way assuming the annotated data is available. As expected, this approach performs better than our proposed framework.

Ablation study: Table 3 shows the result of the ablation study conducted to understand the contribution of each component. The results demonstrate the each discriminator’s contribution to the final performance. Using only the visual feature discriminators, the performance can be improved considerably; However it still produces many false positives. This higher false positive rate is a result of object queries and track queries not being properly optimised for the target domain data. The integration of the track-level discriminator significantly reduces the number of false positives.

6 Conclusion

We have introduced a new multi-object tracking model capable of domain transfer. This was achieved by integrating multiple unsupervised adversarial discriminators at different processing stages into a joint-detection-and-tracking model.

Our experiments have shown that our approach can achieve noticeable performance improvements when tracking objects in a new target domain data with different visual appearances and shifted output distributions. This is exactly the case for many ant experiments in collective behaviour studies that use different ant species and different experimental assays.

Multi-object tracking of ant experiments is a core component of experiments in collective behaviour research but training a new model for every different setup and species is not practically feasible, since generating training data is as laborious and costly as tracking the experiment manually and in some cases even more. It is mostly for this reason that many experiments have to fall back on manual tracking. This severely limits experiment sizes and data throughput and thus the value and reach of such experiments. Our technique can clearly help to alleviate this bottleneck.

To encourage other researchers to work in the same space, we have provided a new benchmark dataset for ant tracking based on laboratory experiments. It is clear that this is only the beginning of making untagged multi-insect tracking a routine component in such experiments. We are continuing to expand this proposed model and specifically, we plan to next address the transfer between multiple domains. This will be reflected in the dataset that will be extended accordingly.
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