SS-BSN: Attentive Blind-Spot Network
for Self-Supervised Denoising with Nonlocal Self-Similarity

Young-Joo Han1,2 and Ha-Jin Yu 1*

1School of Computer Science, University of Seoul
2Advanced Technology R&D Center, Vieworks
orora71@gmail.com, hjyu@uos.ac.kr

Abstract

Recently, numerous studies have been conducted on supervised learning-based image denoising methods. However, these methods rely on large-scale noisy-clean image pairs, which are difficult to obtain in practice. Denoising methods with self-supervised training that can be trained with only noisy images have been proposed to address the limitation. These methods are based on the convolutional neural network (CNN) and have shown promising performance. However, CNN-based methods do not consider using nonlocal self-similarities essential in the traditional method, which can cause performance limitations. This paper presents self-similarity attention (SS-Attention), a novel self-attention module that can capture nonlocal self-similarities to solve the problem. We focus on designing a lightweight self-attention module in a pixel-wise manner, which is nearly impossible to implement using the classic self-attention module due to the quadratically increasing complexity with spatial resolution. Furthermore, we integrate SS-Attention into the blind-spot network called self-similarity-based blind-spot network (SS-BSN). We conduct the experiments on real-world image denoising tasks. The proposed method quantitatively and qualitatively outperforms state-of-the-art methods in self-supervised denoising on the Smartphone Image Denoising Dataset (SIDD) and Darmstadt Noise Dataset (DND) benchmark datasets.

1 Introduction

Image denoising is the process of recovering clean images from noisy images and plays an essential role in various computer vision tasks. It is an inverse ill-posed problem, which means that images should be restored from noisy images that may have numerous arbitrary noises. Especially, image denoising is indispensable when it is inevitable to obtain noisy images due to hardware limitations or healthcare issues, such as astronomical imaging or medical imaging.
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Figure 1: Visualization of our proposed method on the SIDD dataset. (a) Noisy input image, (b) ground truth image, (c) denoised estimates of our method, and (d) visualization of self-similarity. In (d), the yellow circles show the pixels with high similarity with the masked pixel (red circle) predicted by our method. A larger radius of the yellow circles indicates high similarity.

Recently, numerous studies have been conducted on deep learning-based denoising methods to solve the image denoising problem. As in other deep learning-based image processing fields, studies on image denoising methods with supervised training were conducted first [Zhang et al., 2017; Yue et al., 2020; Zamir et al., 2022; Liang et al., 2021]. Supervised denoising methods have shown superior performance compared to traditional methods [Dabov et al., 2007; Buades et al., 2005]. However, these methods rely on large-scale noisy-clean image pairs that are difficult to obtain in practice. For example, in the medical imaging field, obtaining large-scale noisy-clean image pairs is almost impossible.

The Noise2Noise [Lehtinen et al., 2018] method was proposed to alleviate the data collection problem. This method has proved that denoising neural networks can be trained
with noisy-noisy image pairs. However, collecting numerous noisy-noisy image pairs is only possible in limited environments; thus, the difficulty of collecting the data remains.

Denoising methods with self-supervised training that can be trained with only noisy images have been proposed to address this problem [Krull et al., 2019; Batson and Royer, 2019; Quan et al., 2020; Lee et al., 2022]. These methods demonstrate how to learn denoising neural networks with only noisy images using the blind-spot strategy. The blind-spot strategy avoids identity mapping by learning to predict artificially missing pixels using adjacent pixels. Therefore, denoising neural networks can be trained with only noisy images (i.e., without pairs of images).

Based on this strategy, denoising methods with self-supervised training have been actively studied. In particular, the recently proposed AP-BSN [Lee et al., 2022] has shown promising performance in real-world denoising tasks using asymmetric pixel-shuffle downsampling in the training and testing phases. However, performance degradation still occurs compared to the denoising methods using supervised or weakly supervised methods.

Essentially, the noise that needs to be eliminated in image denoising is subject to statistical fluctuation [Niu et al., 2020]. Therefore, in the early research on image denoising, studies focused on determining similar nonlocal patches and generating denoised estimates by averaging the patches [Buades et al., 2005; Dabov et al., 2007]. These studies have shown promising performance even though the studies are non-learning-based methods. Figure 1 visualizes nonlocal self-similarities in an image. However, unlike traditional methods, recent studies based on convolutional neural networks (CNNs) do not give much consideration to obtaining information from nonlocal self-similarities because the convolutional operation used in the CNN is based on local connectivity. This characteristic of the CNN can cause performance limitations in image denoising.

Recently, the transformer model with self-attention [Vaswani et al., 2017] has achieved great success in various areas (e.g., natural language processing and high-level vision). One of the advantages of self-attention in the transformer-based model compared to the existing CNN-based model is the long-range dependency that reflects global information. The patch embedding method is adopted to apply self-attention to high-level vision tasks. For instance, the standard vision transformer (ViT) [Dosovitskiy et al., 2020] model directly splits the image into 16 × 16 nonoverlapping patches. This approach can enable applying a transformer-based model in high-level vision tasks, which increases the complexity quadratically with spatial resolution. However, unlike high-level vision tasks, low-level vision tasks, such as denoising, are performed in a pixel-wise manner. Therefore, due to computational complexity, it is almost impossible to apply the patch embedding method to adopt self-attention in low-level vision tasks.

Despite the shortcoming, there have been a few efforts to apply the notion of self-attention in supervised image denoising. However, these methods calculate self-attention within a limited window size in a pixel-wise manner [Liang et al., 2021; Chen et al., 2021] or calculate self-attention in a channel-wise manner [Zamir et al., 2022]. Therefore, it is difficult to say that these methods sufficiently achieve the advantage of long-range dependency by using self-attention in a pixel-wise manner.

In this paper, we propose a simple and intuitive pixel-wise self-attention module called self-similarity-based self-attention (SS-Attention). Furthermore, we integrate SS-Attention into the blind-spot network called self-similarity-based blind-spot network (SS-BSN), which can be trained in a self-supervised manner. Unlike the previous self-attention module in image denoising, SS-Attention focuses on capturing the long-range dependency of a self-attention mechanism and obtaining information from nonlocal self-similarities that are overlooked by the existing CNN-based denoising methods.

As mentioned, it is infeasible to apply the self-attention mechanism of the classic vision transformer to denoising neural networks in a pixel-wise manner, because the complexity of the self-attention mechanism increases quadratically with spatial resolution. To solve this problem, we designed the lightweight self-attention module by removing or simplifying the components (e.g., linear transforms) of the existing classic self-attention module. To further simplify the self-attention module, we adopt grid attention [Tu et al., 2022]. Grid attention is indispensable due to the architectural characteristics of the dilated blind-spot network (D-BSN) [Wu et al., 2020] which the proposed blind-spot network is based on. We also provide a hyperparameter that can control sparsity. By controlling sparsity, users can control the size of the attention map, which determines the complexity of the self-attention module. This simplified self-attention module is not expected to represent semantic information well compared to the existing classic self-attention module. However, it is enough to achieve nonlocal self-similarities in an image which we focus on.

Our contributions are as follows: we propose SS-Attention, a simple and intuitive self-attention module that focuses on the long-range dependency of a self-attention mechanism to obtain useful information from nonlocal self-similarities in an image. Additionally, we propose SS-BSN, a blind-spot network with SS-Attention that can be trained in a self-supervised manner for image denoising. Specifically, our SS-BSN is designed to effectively capture nonlocal self-similarities by using denoised features. To verify our model, we compared real-world denoising performance with various competitive baselines with the Smartphone Image Denoising Dataset (SIDD) [Abdelhamed et al., 2018] and Darmstadt Noise Dataset (DND) [Plotz and Roth, 2017] datasets. The experiments demonstrate that the model outperforms other baselines that can be trained in a self-supervised manner.

2 Background

2.1 Revisiting the Dilated Blind-Spot Network

This section introduces the blind-spot strategy [Krull et al., 2019] and D-BSN [Wu et al., 2020]. The blind-spot strategy plays an essential role in numerous self-supervised denoising methods. The principle of the blind-spot strategy is to mask a pixel in the receptive field. Then, a neural network recon-
structs the masked pixel using adjacent pixels’ information. This mechanism is applied to all pixels in the image. A neural network with the blind-spot strategy is trained by solving the following:

\[
\text{argmin}_\theta \sum_i L(f_\theta(x'_i), x_i),
\]

where \(x'_i\) and \(x_i\) are the \(i\)th input images with and without blind spots, respectively, and \(L(\cdot)\) denotes the loss function (e.g., L1 loss). In addition, \(f_\theta(\cdot)\) denotes the blind-spot network parameterized by \(\theta\). Note that the masked input pixel value should not directly or indirectly affect the reconstruction. If the input pixel value affects the reconstruction, a neural network is trained to mimic the input image. It is called identity mapping. To avoid identity mapping, in previous studies, input pixels are substituted with the adjacent pixels [Krull et al., 2019] or dropped out using Bernoulli sampling [Quan et al., 2020].

The D-BSN proposed in [Wu et al., 2020] is one of the self-supervised denoising methods with a blind-spot strategy. Specifically, D-BSN consists of three essential parts: \(1 \times 1\) convolutional modules, a masked convolutional module, and dilated convolutional modules. Figure 2 depicts the D-BSN architecture. The \(1 \times 1\) convolution modules perform feature extraction and aggregation per pixel. For the hidden embedding feature extracted by the \(1 \times 1\) convolution, masked convolution generates blind spots by filtering after assigning zero to the center element of the convolutional filter. Specifically, applying masked convolution with a \(k_{mc}\)-sized kernel \(w\) can be written as follows:

\[
h^{(i+1)} = h^{(i)} * (w \otimes m) + b, \quad (2)
\]

\[
m_{x,y} = \begin{cases} 0, & \text{if } x = \lfloor k_{mc}/2 \rfloor \text{ and } y = \lfloor k_{mc}/2 \rfloor, \\ 1, & \text{otherwise}, \end{cases} \quad (3)
\]

where \(h^{(i)}\) is the hidden embedding of the \(i\)th layer, and \(b\) denotes the bias of the layer. Additionally, \(*\) and \(\otimes\) denote the convolutional operator and element-wise multiplication, respectively. After applying the masked convolution, noisy pixels are reconstructed using the information from adjacent pixels without using the masked pixel by applying stacked dilated convolutional modules. The dilation \(d\) of the dilated convolution is determined as follows:

\[
d = (k_{mc} + 1)/2. \quad (4)
\]

Because of these architectural characteristics of the D-BSN, even if a sufficient number of dilated convolutional modules are applied, each pixel is not affected by all pixels when reconstructed. In Figure 2, (b) and (c) present these architectural characteristics of the D-BSN when \(k_{mc} = 3\). In addition, (b) depicts pixels that affect when the masked pixel (red pixel) is restored in the entire process, and (c) illustrates pixels that affect when the masked pixel is restored in the dilated convolutional modules. Reconstructing the pixel \(z(x, y)\) with successive \(l\) dilated convolutional modules can be written as follows:

\[
z^{(i+1)}(x, y) = f_{\theta}(z^{(i)}(x + n_x d, y + n_y d) \\
|n_x| \leq l, |n_y| \leq l) \quad (5),
\]

where \(n_x\) and \(n_y\) denote the set of integers whose absolute values are not greater than \(l\). \(f_{\theta}(\cdot)\) represents dilated convolutional modules parameterized by \(\theta\), and \(z^{(i)}\) indicates the input of the \(i\)th dilated convolutional module. Thus, these architectural characteristics should be considered when designing a self-attention module in a pixel-wise manner using nonlocal information based on the D-BSN architecture. Without this consideration, the masked pixel directly or indirectly affects reconstruction for itself, and training the neural network may become unstable or fail due to identity mapping.

2.2 Nonlocal Self-Similarity

In general, natural images often have repetitive patterns. Using these repetitive patterns spread throughout an image is an effective image denoising method. We indicate this prior as nonlocal self-similarity. The denoising method using nonlocal self-similarity was first proposed in nonlocal means [Buades et al., 2005] and showed better performance over the conventional methods using local self-similarity. Afterward, various extensions [Dabov et al., 2007;
Figure 3: The architecture of our SS-Block which consists of SS-Attention and D-ConvBlock. Our SS-Attention block is a lightweight self-attention module that can capture self-similarities, and D-ConvBlock, consisting of dilated convolution, activation layers, and $1 \times 1$ convolution layer, serves as a feed-forward network of the classic Transformer model.

Our SS-Attention block is a lightweight self-attention module that can capture self-similarities, and D-ConvBlock, consisting of dilated convolution, activation layers, and $1 \times 1$ convolution layer, serves as a feed-forward network of the classic Transformer model.

Peyré et al., 2011; Xu et al., 2015; Niu et al., 2020] have been proposed using nonlocal self-similarity, and the methods have shown promising performance even though the studies used non-learning-based methods. Recently, CNN-based denoising methods have primarily been conducted. However, most CNN-based methods do not consider using nonlocal self-similarity because the notion of nonlocal self-similarity conflicts with the local filtering concept in the CNN.

3 Method

Our main goal is to develop an effective D-BSN-based architecture that can perform the denoising task using a self-attention module that can consider nonlocal self-similarity. The challenge to achieving this goal is that the classic self-attention module has a high computational complexity to use in a pixel-wise manner. To alleviate the computational complexity, we designed a simplified self-attention module, focusing on obtaining nonlocal self-similarity. Furthermore, unlike the feedforward layers of a conventional vision transformer consisting of two fully connected layers, we adopt feedforward blocks consisting of two dilated convolutional layers and an $1 \times 1$ convolutional layer to reduce computational complexity. In this section, we first present our self-attention module, SS-Attention which is the core component of our proposed architecture. Subsequently, we present our D-BSN-based architecture which can be trained in a fully self-supervised manner.

3.1 Self-Similarity-Based Attention

The architecture of SS-Attention is presented in Figure 3. The SS-Attention module first generates the self-similarity-based attention map, applies the attention mechanism, and propagates the embeddings through the dilated convolution block (D-ConvBlock). This section introduces the details of SS-Attention architecture and the considerations when designing this module. The classic self-attention module has a limitation when performed in a pixel-wise manner due to its complexity, which quadratically increases with spatial resolution. We simplify the self-attention module to reduce the computational complexity. The computational complexity of the classic self-attention mechanism, the so-called multi-head self-attention (MSA), is provided below:

$$O(MSA) = 4hwC + 2(hw)^2C,$$

where $h$ and $w$ indicate the dimensions of the spatial resolution, and $C$ denotes the channels of the tensor. The left term represents the complexity of applying four linear transforms, and the right term indicates the complexity of generating and applying an attention map. As the equation reveals, the major computational overhead of the MSA is from the size of the attention map. Therefore, reducing the size of the attention map is key to reducing the computational complexity of the self-attention module.

As mentioned in Section 2, in D-BSN-based architecture, there are sets of pixels that affect each other during the re-
Figure 5: The overall architecture of SS-BSN. There are two paths for dilated convolution modules starting with $3 \times 3$ and $5 \times 5$ masked convolutions, respectively. For each path, we stack a total of 9 dilated convolution modules, the first $(9 - m)$ modules are DConvBlocks, and the following $m$ modules are SS-Blocks. The feature extraction and feature aggregation modules consist of $1 \times 1$ convolution layers and activation layers (ReLU). In our experiments, $m$ is set to 3.

construction process. Therefore, a self-attention map should be generated within a pixel set that can affect each other, defined by Eq. (5). To achieve this, we adopted the grid attention [Tu et al., 2022]. We first reshape the tensor of shape $(C \times h \times w)$ into shape $(d^2 \times hw/d^2 \times C)$ using a $d \times d$ grid. Then, we employ self-attention on the decomposed tensor. Through this process, we generate the attention map $A \in \mathbb{R}^{hw/d^2 \times hw/d^2}$ for each set of pixels. Figure 4 compares the full attention, block attention [Liang et al., 2021; Chen et al., 2021], and grid attention.

The attention map we generated is much smaller than the attention map for MSA. However, this reduction may be insufficient in environments with limited hardware. Therefore, we used the parameter $\gamma$ to resize the grid. In general, in the case of natural images, repeated patterns appear globally, so even if more sparsity is added to the self-attention modules, the performance of the denoising module does not degrade much. Thus, the final grid size $\hat{d}$ is determined by $\hat{d} = \gamma \cdot d$, and $\hat{d}^2$ number of $A$ tensors are generated. To summarize, reconstructing the pixel $z(x, y)$ with an SS-Attention block can be written as follows:

$$\hat{z}(x, y) = f_{\theta_{\gamma \cdot d}}(\{z(x + nx \hat{d}, y + ny \hat{d})\}),$$

where $n_x$ and $n_y$ denote a set of integers, and $f_{\theta_{\gamma \cdot d}}(\cdot)$ denotes an SS-Attention block.

In addition to generating and applying the attention map, the MSA consists of four linear transforms for generating a query ($Q$), key ($K$), value ($V$), and output. To further simplify the self-attention module, we design a self-attention mechanism using a linear transform to reduce the linear transform-related complexity $O(4hwC)$ to $O(hwC)$. Specifically, we integrate $Q$ with $K$, and the gridded input tensor serves as $V$. This design makes SS-Attention focus on capturing nonlocal self-similarities and improves training stability. From a normalized tensor $Y \in \mathbb{R}^{d^2 \times hw/d^2 \times C}$ and gridded input tensor $\hat{z} \in \mathbb{R}^{d^2 \times hw/d^2 \times C}$, SS-Attention generates $Q$, $K$, and $V$ as follows:

$$Q = Y W_{qk}, K = Y W_{qk}, V = \hat{z},$$
$$Q, K, V \in \mathbb{R}^{d^2 \times hw/d^2 \times C},$$

where $W_{qk} \in \mathbb{R}^{C \times C}$ denotes a linear matrix. With $Q$, $K$, and $V$ generated in this way, the process of SS-Attention is defined as follows:

$$z^{(l+1)} = \text{Softmax}(\frac{1 + \cos(Q, K^T)}{\sqrt{C}})V + z^{(l)},$$

where $z^{(l)}$ denotes the input of the $l$th SS-Attention block. Overall, the computational complexity of SS-Attention is provided below:

$$O(\text{SS-Attention}) = hwC + \frac{2(hw)^2C}{d^2}.$$ (10)

In our experimental settings ($\gamma = 2$), the average computational complexity of our SS-Attention is only about 3.8% of MSA.

In addition, previous studies related to nonlocal self-similarity compared similarities between patches. However, in this study, pixel-wise features are compared because the information for the adjacent pixels is embedded in the central pixel due to the convolutional operations.

3.2 Self-Similarity-Based Blind-Spot Network

We integrate SS-Attention into the blind-spot network (SS-BSN), which can be trained in a self-supervised manner. The proposed SS-BSN is inspired by the D-BSN [Wu et al., 2020] and AP-BSN [Lee et al., 2022]. Figure 5 illustrates the overall architecture of the SS-BSN. As mentioned in Section 2, to train a fully self-supervised denoising neural network, we first extract features of the image with $1 \times 1$ convolutions and generate blind pixels through masked convolutions. Subsequently, each pixel is reconstructed using information from the adjacent pixels through a D-ConvBlock and SS-Block.
The D-ConvBlock consists of the remaining parts except for SS-Attention in the SS-Block in Figure 3. Finally, we take $1 \times 1$ convolutions for the tensors from the SS-Block to reduce the channels and generate the denoised image. 

As depicted in Figure 5, we introduce successive D-ConvBlocks and SS-Blocks in the last $m$ layers. The SS-Attention, the main component of the SS-Block, determines self-similarity based on the cosine similarity of embedded features of each pixel; thus, it is inefficient to determine self-similarities by comparing noisy features that are not sufficiently denoised [Xu et al., 2015]. Therefore, we designed SS-BSN such that embedded features, which are sufficiently denoised through successive D-ConvBlocks, serve as input to the SS-Blocks for capturing nonlocal self-similarities. To justify this approach, we provide additional experimental results in Section 4.5.

4 Experimental Results

4.1 Experimental Settings

Dataset To evaluate the proposed method, we use the Smartphone Image Denoising Dataset (SIDD) [Abdelhamed et al., 2018] and Darmstadt Noise Dataset (DND) [Plotz and Roth, 2017]. The SIDD medium split contains 320 noisy-clean image pairs taken in various lighting conditions and ISO using five different smartphones. We also adopted the SIDD validation and benchmark dataset for validation and testing. The SIDD validation and benchmark dataset contain 1,280 patches of size $256 \times 256$, each.

The DND dataset contains 50 noisy images, each of which contains 20 bounding boxes of size $512 \times 512$. Four cameras capture noisy images under a higher ISO with a shorter exposure time. The DND dataset does not provide training and validation images; therefore, we used the DND dataset for training and performance evaluation. This experimental setting is possible because the SS-BSN can be trained in a fully self-supervised manner.

Although the SIDD and DND datasets provide both sRGB and RAW data, we evaluate the denoising performance on the sRGB data. The ground truth images of the SIDD benchmark and DND dataset are not provided, but the peak signal-to-noise ratio (PSNR) and structural similarity index measure (SSIM) results for the denoising results can be obtained through the online submission system on the SIDD benchmark website\(^1\) and the DND benchmark website\(^2\).

Pixel-Shuffle Downsampling Naive D-BSN has pixel-wise independent noise assumption; thus, it is ineffective in removing real-world noise with spatial correlation. Recently, methods [Zhou et al., 2020; Lee et al., 2022] that attempt to remove the spatial correlation of real-world noise using pixel-shuffle downsampling have been proposed. Fortunately, the D-BSN can effectively remove real-world noise by training with pixel-shuffle downsampled images. In particular, the method for minimizing the aliasing artifacts that can arise when applying pixel-shuffle downsampling using an asymmetric pixel-shuffle stride factor in the training and testing phases is proposed in the AP-BSN. This method shows promising performance. Thus, we adopt this approach to the proposed method and perform real-world denoising with a pixel-shuffle stride factor of 5 in the training phase and 2 in the testing phase.

Implementation Details To optimize the SS-BSN\(^3\), we randomly extract the patches of size $120 \times 120$ from noisy images and augment all training images by randomly flipping and rotating them by $90^\circ$. In addition, we used the L1 loss.

---

\(^{1}\)https://www.eecs.yorku.ca/~kamel/sidd/benchmark.php

\(^{2}\)https://noise.visinf.tu-darmstadt.de/benchmark/

\(^{3}\)Our code is available at: https://github.com/YoungJooHan/SS-BSN
and the Adam [Kingma and Ba, 2015] optimizer with an initial learning rate of $10^{-4}$. At the 16th epoch, the learning rate is multiplied by 0.1, where our model is trained over 20 epochs. We set $\gamma$ to 2 for the SS-Attention module and $m$ to 3 for the SS-BSN architecture. These hyperparameters are determined by our additional experiments described in Section 4.5.

4.2 Results on Real-world Denoising

Table 1 lists the PSNR/SSIM results of SS-BSN and various baselines. We follow the submission guidelines for the SIDD and DND datasets to evaluate the proposed method. By default, the baseline results on benchmark datasets are cited from official websites for a fair comparison. However, if the results are not reported on the benchmark websites, our experimental results are reported.

The proposed method is compared to traditional non-learning- and learning-based methods in the experiments. Specifically, the methods we include for the comparison cover non-learning based methods (BM3D [Dabov et al., 2007] and WNNM [Gu et al., 2014]), supervised denoising methods (DnCNN [Zhang et al., 2017] and DANet [Yue et al., 2020]), supervised methods trained with generated synthetic noise (CBDNet [Guo et al., 2019] and Zhou et al. [Zhou et al., 2020]), and self-supervised methods (Noise2Void [Krull et al., 2019], Noise2Sself [Batson and Royer, 2019], R2R [Pang et al., 2021], and AP-BSN [Lee et al., 2022]). We also provide a qualitative comparison between SS-BSN and various baselines in Figure 6.

In Table 1, SS-BSN outperforms AP-BSN on the SIDD and DND datasets, which previously performed best in a self-supervised manner. Specifically, with a self-ensemble method, which is proposed in AP-BSN, SS-BSN obtains PSNR gains of 0.37 dB on both datasets; without a self-ensemble method, SS-BSN obtains PSNR gains of 0.76 dB and 0.26 dB over the AP-BSN method. Further, SS-BSN with the self-ensemble method obtains better PSNR values than the supervised methods using synthetic pairs, which have the constraint that a sufficient amount of clean images must be accessible.

4.3 Ablation Study

Table 2 summarizes the performance of different architecture choices for our proposed SS-Attention and SS-BSN. In the experiment that applied only query key integration, CS the cosine similarity, and DF the determination of self-similarities on the denoised features. Specifically, in the experiment labeled with DF, the last three D-ConvBlocks are replaced with SS-Blocks.

Table 2: Ablation study of SS-Attention and SS-BSN on SIDD validation dataset. SS denotes the SS-Attention, QK the query key integration, CS the cosine similarity, and DF the determination of self-similarities on the denoised features. Specifically, in the experiment labeled with DF, the last three D-ConvBlocks are replaced with SS-Blocks.

4.4 Visualization of SS-Attention Results

The visualization results of the self-similarity-based attention maps from different SS-Attention blocks are shown in Figures 1 and 7. To justify the effectiveness of the SS-
Figure 7: Visualization of the self-similarity-based-attention maps. (a) Noisy input image, (b)-(d) visualization of the self-similarity-based-attention maps from different SS-Attention blocks. (e) denoised estimates of our method. In (b)-(d), the yellow circles show the pixels with high similarity with the masked pixel (red circle) predicted by our method. A larger radius of the yellow circles indicates high similarity.

Figure 8: The analysis of hyperparameters. (a), (b) Performance comparison according to hyperparameter \( m \) in SIDD validation and benchmark dataset, respectively. (c), (d) Performance comparison according to hyperparameter \( \gamma \) in SIDD validation and benchmark dataset, respectively.

Attention mechanism, we used a visualization method similar to that in [Dai et al., 2017]. As shown in Figure 7, the self-similarity-based attention map of the first SS-Block (Figure 7b) is very noisy and does not represent meaningful information since the attention map is generated by using the output of the D-ConvBlock. However, in the deep block (Figure 7d), the self-similarity-based attention maps from SS-Attention blocks represent accurate and meaningful information. Yellow circles are drawn on pixels with high self-similarity attention values, and a larger radius of yellow circles indicates high similarity.

4.5 Hyperparameters

The SS-BSN and SS-Attention have hyperparameters of \( \gamma \) and \( m \), respectively. Figure 8 shows the effect of these hyperparameters on the performance on the SIDD validation and benchmark datasets. The hyperparameter of SS-BSN, \( m \) determines the number of the last \( m \) dilated convolution modules that SS-Blocks will be substituted. Since our proposed SS-Attention is based on the similarity between pixel features, it may be ineffective to calculate the cosine similarity between noisy pixels. Therefore, features that are denoised from D-ConvBlocks are used as input to the SS-Block. Figure 8a and 8b show the performance comparison when the last \( m \) blocks are substituted with SS-Blocks. The experimental results show that it is effective when SS-Block is applied to denoised features. To this end, we set \( m \) to 3 in our experiments.

The hyperparameter of SS-Attention, \( \gamma \) determines the size of the attention map, which greatly affects the computational complexity of SS-Block. A large attention map of self-attention module in a pixel-wise manner means that numerous pixels are considered during the reconstruction. However, in general, since repetitive patterns appear globally, adding sparsity to the attention map does not significantly degrade the denoising performance. It may be seen from Figure 8c and 8d that performance degradation is not noticeable until \( \gamma \) is 2, but the computational complexity drops dramatically. Therefore, we set \( \gamma \) to 2 in our experiments.

5 Conclusion

This paper presents SS-Attention, a novel self-similarity-based self-attention module that can capture long-range dependency and obtain information from nonlocal self-similarities. Furthermore, we integrate SS-Attention into the blind-spot network (SS-BSN), which can be trained in a fully self-supervised manner. This paper focused on designing a lightweight self-attention module that can be trained in a pixel-wise manner. The experiments demonstrate the effectiveness of the proposed model over various baselines in real-world denoising. Additionally, we provide justification for our SS-Attention with the visualization of self-similarity-based attention maps. In the future, we hope our work can be a key to solving the challenging points of self-supervised denoising.
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