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Abstract
Audio visual segmentation (AVS) aims to seg-
ment the sounding objects for each frame of a
given video. To distinguish the sounding ob-
jects from silent ones, both audio-visual seman-
tic correspondence and temporal interaction are re-
quired. The previous method applies multi-frame
cross-modal attention to conduct pixel-level in-
teractions between audio features and visual fea-
tures of multiple frames simultaneously, which is
both redundant and implicit. In this paper, we
propose an Audio-Queried Transformer architec-
ture, AQFormer, where we define a set of object
queries conditioned on audio information and asso-
ciate each of them to particular sounding objects.
Explicit object-level semantic correspondence be-
tween audio and visual modalities is established by
gathering object information from visual features
with predefined audio queries. Besides, an Audio-
Bridged Temporal Interaction module is proposed
to exchange sounding object-relevant information
among multiple frames with the bridge of audio
features. Extensive experiments are conducted on
two AVS benchmarks to show that our method
achieves state-of-the-art performances, especially
7.1%MJ and 7.6%MF gains on the MS3 setting.

1 Introduction
It is intuitive that objects are characterized not only by what
they look like but also by the sounds they make. By exca-
vating the correspondence between visual and acoustic infor-
mation of objects, it is helpful to facilitate the understand-
ing of their characteristics. In this work, we focus on the
problem of audio visual segmentation (AVS) [Zhou et al.,
2022], which aims to identify and segment the sounding ob-
jects in each frame of the given video. Unlike audio-visual
correspondence [Arandjelovic and Zisserman, 2017] or sound
source localization [Arandjelovic and Zisserman, 2018] that
only produce the interval of audible frames or the heatmap
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Figure 1: Comparison between different methods. (a) The previous
method establishes pixel-level audio-visual correspondence by fus-
ing audio and visual features with cross-modal attention. (b) Our
method establishes object-level audio-visual correspondence using
audio queries to gather object information from visual features.

centered on the sounding objects, AVS requires more fine-
grained correspondence between audio and visual modalities.
In addition, the situation of sounding in each video clip is dy-
namically changing over time. For example, different objects
may make sounds at different time periods, and multiple ob-
jects may make sounds at the same time period. The uncer-
tainty of target objects also makes AVS even more challeng-
ing than other video object segmentation tasks [Perazzi et al.,
2016; Seo et al., 2020] where the target object remains the
same for the whole video.

There exist two challenges in identifying the sounding ob-
jects under complex audio-visual scenes. On the one hand,
objects of different categories typically differ from each other
in the sounds they emit, indicating that we can distinguish
them by their acoustic characteristics. As illustrated in Fig-
ure 1, there is an obvious difference between the waveform
diagrams of the human voice and the guitar sound. Thus, it is
critical to establish proper semantic correspondence between
audio and visual features. On the other hand, due to the simi-
larity of acoustic characteristics between objects of the same
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category, it is difficult to distinguish them with their audio
features, which may lead to confusion between them. For ex-
ample, there are two men in the video of Figure 1 who sing
in the first frame and second frame respectively, making it
hard to tell them apart without additional clues. Therefore,
temporal contexts such as action and mouth movement can
be exploited to locate the sounding objects in such cases.

As shown in Figure 1(a), the previous method [Zhou et
al., 2022] first applies a multi-frame cross-modal attention
module to fuse the visual features and the audio features ex-
tracted by a visual encoder and an audio encoder respectively,
and then makes predictions on the fused multi-modal features
with an FCN head. It has some limitations in dealing with the
above two challenges. First, the cross-modal attention inter-
acts between visual and audio features only at the pixel level,
which is too implicit and may include unwanted background
pixels in the images. Such pixel-level audio-visual seman-
tic correspondence leads to an insufficient understanding of
the sounding characteristics of different objects. Second, the
temporal information modeling is realized in a mixed man-
ner by the attention module, where each pixel of the video
frames densely interacts with all pixels through the attention
mechanism. This way of dense temporal interaction tends to
be inefficient and redundant in capturing the temporal move-
ments of sounding objects.

In this work, we propose a new Audio-Queried Trans-
former architecture, AQFormer, to tackle the above two
challenges. For the first one, we define a set of audio-
conditioned object queries to build explicit object-level cor-
respondence between audio and visual modalities. As illus-
trated in Figure 1(b), each audio query is generated by the
audio feature of one frame and is associated with one or more
objects that make sounds in the corresponding frame but may
also exist in other frames. By gathering object information
from the visual features, the audio queries gradually encode
the global information of the associated sounding objects, so
that the generated object embeddings can be used to produce
masks for the corresponding frames. An auxiliary loss is also
designed to constrain the object-level feature similarity be-
tween the audio queries and visual features, which helps to
learn more discriminative object representations. For the sec-
ond one, in order to model the temporal pattern of the sound-
ing objects, we enable each audio query to gather object in-
formation from the visual features of all the video frames.
In this way, the temporal information is integrated into the
object embeddings to facilitate the distinguishment between
visually confusing objects. In addition, to further endow the
visual features with sounding object-aware temporal context,
we propose an Audio-Bridged Temporal Interaction (ABTI)
module which leverages the audio feature as a medium to
bridge the interaction between different frames. Concretely,
the audio features are first utilized to gather the audio-relevant
visual features of each frame. The compact features of differ-
ent frames interact with each other to exchange information
in a denoised manner and are then remapped back to the cor-
responding visual feature to enhance it with temporal context.
The ABTI module is densely inserted after each stage of the
visual encoder to generate temporal-aware visual features.

Our contributions are summarized as follows:

(1) We propose a novel Audio-Queried Transformer Archi-
tecture, AQFormer, for audio visual segmentation. A set of
object queries conditioned on audio information are defined
and utilized to gather visual information of their associated
sounding objects for mask prediction.

(2) We design an Audio-Bridged Temporal Interaction
(ABTI) module to exchange sounding object-relevant infor-
mation among multiple frames bridged by audio features.

(3) Extensive experiments show that our AQFormer sig-
nificantly outperforms the previous FCN-based method and
achieves state-of-the-art performances on both single-source
and multi-source AVS benchmarks.

2 Related Works
2.1 Video Segmentation
Video Semantic Segmentation. Generally, the popu-
lar convolutional-based segmentation methods [Long et al.,
2015] make pixel-wise classification to classify each pixel
into a predefined category by a fully convolutional layer.
Later works make efforts to capture multi-scale context in-
formation [Chen et al., 2017] or aggregate features with long-
range dependencies [Fu et al., 2019; Yuan et al., 2021]. With
the development of vision transformer [Dosovitskiy et al.,
2020; Strudel et al., 2021] and object query methods [Car-
ion et al., 2020], MaskFormer [Cheng et al., 2021] first for-
mulates the segmentation problem as mask classification and
defines mask queries to encode region features for mask pre-
diction. Mask2Former [Cheng et al., 2022] further limits the
query scopes to local regions by proposing masked atten-
tion. When extended to video semantic segmentation, most
methods focus on the problems of temporal information ex-
traction and inter-frame relationship modeling [Nilsson and
Sminchisescu, 2018; Zhu et al., 2017]. STFCN [Fayyaz et
al., 2016] introduces LSTM [Hochreiter and Schmidhuber,
1997] to integrate features from multiple frames sequentially.
Similarly, STGRU [Nilsson and Sminchisescu, 2018] inserts
GRU [Cho et al., 2014] in the pipeline to control the feature
fusion at different timesteps.

Video Object Segmentation. Video object segmenta-
tion (VOS) aims to track and segment foreground objects
of a video in a class-agnostic manner. Generally, addi-
tional information is provided as a hint to indicate the tar-
get object to segment in VOS tasks [Yang and Yang, 2021;
Yang and Yang, 2022]. For example, the object mask of
the first frame, i.e., the reference frame, is provided in semi-
supervised video object segmentation. To propagate object
masks from the reference frame, STM [Oh et al., 2019] in-
troduces a space-time memory network that collects informa-
tion from both the reference frame and the previous frame.
CFBI [Yang et al., 2020] extracts features from both fore-
ground objects and background regions and matches them
with the first frame to refine object masks. Another con-
ditional VOS task, Referring Video Object Segmentation
(RVOS) [Seo et al., 2020] provides the linguistic expression
that describes the object’s characteristics to indicate the tar-
get object. LBDT [Ding et al., 2022] proposes a Language-
Bridged Duplex Transfer (LBDT) module which utilizes lan-
guage as an intermediary bridge to exchange information be-
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tween spatial and temporal branches. ReferFormer [Wu et
al., 2022b] and MTTR [Botach et al., 2022] both adopt mul-
timodal transformer architectures that use text embeddings to
restrict the object queries and predict object sequence by link-
ing objects from different frames.

2.2 Audio-Visual Learning
Audio and visual signals usually co-occur in the same video,
which provides rich semantic information for effective multi-
modal learning and scene perception. Some works [Arand-
jelovic and Zisserman, 2017; Wu et al., 2022a; Alwassel et
al., 2020] leverage the natural correspondence between audio
and visual information as supervision to learn discriminative
multi-modal feature representations. These methods are gen-
erally utilized for pretraining and only segment-level audio-
visual correspondence is constructed. Different from the
above methods, Sound Source Localization (SSL) [Arand-
jelovic and Zisserman, 2018; Zhao et al., 2019; Rouditchenko
et al., 2019] leverages the relevance between audio and vi-
sion regions to distinguish different sound sources and locate
audio-related sounding areas. For example, DMC [Hu et al.,
2019] clusters audio and visual representations within each
modality and associates the centroids of both modalities with
contrastive learning. A two-stage framework is proposed in
[Qian et al., 2020] to align features of audio-visual modalities
from coarse to fine. SSL only learns patch-level audio-visual
correspondence by producing a heat map of the sounding ob-
jects, which is insufficient for applications that require more
fine-grained visual results.

In this work, we focus on the problem of audio-visual seg-
mentation (AVS) [Zhou et al., 2022], which further requires
to delineate the shape of the sounding objects at each frame.
A baseline method TPAVI is also proposed in [Zhou et al.,
2022] to fuse audio features with video features by tempo-
ral pixel-wise audio-visual attention mechanism. Compared
with SSL, AVS achieves pixel-level alignment between visual
and audio modalities, enabling more comprehensive scene
understanding.

3 Method
Given a video clip with T frames which is represented by its
corresponding visual and audio components, our goal is to
obtain the binary mask of sounding objects for each frame.
The overall architecture of our proposed AQFormer is illus-
trated in Figure 2. A visual encoder is first adopted to extract
multi-scale visual features for each frame. An audio encoder
is used to process the input audio signal and obtain the cor-
responding audio feature. Then, we feed both the multi-scale
visual features and the audio feature into the pixel decoder
to obtain the audio-relevant and temporally-enhanced visual
features. Afterward, the first three scales of enhanced visual
features are fed into the audio-queried transformer decoder, in
which the audio feature is used to generate T conditional ob-
ject queries to collect object features from the enhanced fea-
tures, and object embeddings are produced for each frame.
The final predictions are obtained via matrix multiplication
between the object embeddings and the largest visual feature
output by the pixel encoder.

3.1 Visual and Audio Encoders
Given a video clip with T frames, we adopt ResNet-50 [He
et al., 2016] or PVT-v2 [Wang et al., 2022] as the visual
encoder to extract the visual features for each frame sep-
arately following [Zhou et al., 2022]. To capture multi-
scale visual context, we extract visual features of 4 different
scales, including 1/32, 1/16, 1/8, and 1/4 of the original
image size. The visual feature of the i-th scale is denoted
as Vi ∈ RT×Hi×W i×Ci

v , where Hi,W i denote the height
and width of the i-th feature and Ci

v denotes its channel num-
ber. As for the audio input, we first process it with the Short-
time Fourier Transform to generate its spectrogram. A con-
volutional network, such as VGGish [Hershey et al., 2017] is
then applied to the spectrogram to extract the audio feature
A ∈ RT×Ca , where Ca denotes the channel number of A.
In the following sections, we leverage subscript t to index au-
dio or visual feature of the t-th frame, e.g., At ∈ RCa and
Vi

t ∈ RHi×W i×Ci
v .

3.2 Pixel Decoder
In pixel decoder, the multi-scale visual features are enhanced
to be aware of both the audio information and temporal con-
text. First, the audio feature is integrated to enhance the cor-
responding frame of visual feature by cross-attention. Since
operations performed on each scale of visual features are the
same, we take the i-th scale as an example and omit the su-
perscript i for simplicity. The cross-attention is calculated as
follows:

V̄t = Softmax(
fq(Vt)⊗ fk(At)

T

√
Cm

)⊗ fv(At), (1)

Mt = V̄t + fw(Vt), (2)

where At and Vt are first reshaped to R1×Ca and RHW×Cv

respectively, ⊗ denotes matrix multiplication, and fq(·),
fk(·), fv(·) and fw(·) denote linear transform operations to
change the channel numbers of input features to Cm, Cm, Cf

and Cf respectively. Following [Cheng et al., 2022], the en-
hanced visual feature Mi is then reshaped to RT×Hi×W i×Cf

and fed into the multi-scale deformable attention [Zhu et al.,
2021] module to obtain the aggregated feature M̄i. In or-
der to reduce the computational cost, the above operations
are performed on all scales of visual features except for the
largest one. Since the above operations are performed on
each frame independently without introducing temporal in-
formation, we further propose the Audio Bridged Temporal
Interaction (ABTI) module to bridge the cross-frame inter-
action by audio feature. As shown in Figure 2, ABTI is
applied to all scales of visual features, including the largest
one V4 and other aggregated features M̄i, i ∈ [1, 3]. The
output features of pixel encoder are represented by M̂i ∈
RT×Hi×W i×Cf , i ∈ [1, 4]. The details of ABTI are elabo-
rated in Section 3.4.

3.3 Audio-Queried Transformer Decoder
In the audio-queried transformer decoder, we first define an
object query for each frame to refer to the sounding objects
in the current frame. For example, in Figure 2, the query
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Figure 2: The overall architecture of AQFormer. Given a video clip and its corresponding audio signal, after extracting visual features and
audio features, a pixel decoder is followed to enhance the multi-scale visual features with both audio information and temporal information.
In the audio-queried transformer decoder, audio queries adaptively gather object information from multi-scale visual features through stacked
transformer layers, and the generated object embeddings are then used to produce masks of sounding objects by matrix multiplication. It is
worth noting that in each MHCA module, the three cubes all represent the same visual feature and we repeat it for explanation convenience.

denoted by a green circle is associated with the man on the
left over the whole video clip, even if this man only makes
sounds in the first frame. Each object query is conditioned
on the audio feature of the corresponding frame and is called
audio query in this paper. For each video clip, there are T
audio queries in total. To gather information of the associated
objects for each audio query, we follow the implementation
practice of transformer decoder [Cheng et al., 2021] and re-
vise the cross-attention to enable each audio query to attend to
the visual feature of all frames. All scales of visual features
except for the largest one are exploited in the decoder, and
audio queries interact with one of these features sequentially
from the lowest to the highest resolutions within each stage.
Thus, there are 3 layers in each stage of the transformer de-
coder, which are repeated by N times in a round-robin fash-
ion. We take the l-th layer as an example to illustrate how the
query features are updated in each transformer layer. Given
the query feature Al−1 ∈ RT×Cf from the last layer and the
corresponding reshaped visual feature M̂l ∈ RTHlW l×Cf ,
query feature Al of the l-th layer are obtained as follows:

Xl = LN(MHCA(Al−1, M̂l)) +Al−1, (3)

X̄l = LN(MHSA(Xl)) +Xl, (4)

Al = LN(FFN(X̄l)) + X̄l, (5)

where we use MHCA(·), MHSA(·), LN(·), and FFN(·) to
denote multi-head cross-attention, multi-head self-attention,
layer normalization, and feedforward network respectively.
The original audio queries A0 are initialized with the audio
feature A transformed with a linear layer.

Through the above operations, object embeddings AL ∈
RT×Cf that outputted by the last decoder layer encode the
global information of their associated sounding objects and
can be further leveraged to generate the corresponding mask
prediction for each frame. We take the largest visual feature

M̂4
t as the mask feature and reshape it to RH4W 4×Cf . AL

t is
also reshaped to the shape of R1×Cf . The binary mask of the
sounding objects for the t-th frame is calculated as follows:

Ŷt = σ(M̂4
t ⊗ (AL

t )
T ), (6)

where σ(·) denotes sigmoid operation. Ŷt is then reshaped
and resized to match the size of the original images.

To further facilitate the learning of discriminative object-
level features, we also propose an auxiliary loss, i.e., Lsim, to
constrain the object-level feature similarity between Al and
M̂l. The auxiliary loss is formatted as follows:

Lsim =

L∑
l=1

T∑
p=1

T∑
q=1

|Sim(Al
p,A

l
q)− Sim(Zl

p,Z
l
q)|, (7)

where Zl
p and Zl

q are the globally averaged masked visual
features, L denotes the total layers of the transformer decoder
and Sim(·) denotes cosine similarity. We take the calculation
of Zl

p as an example:

Zl
p = Avg(M̂l

p ⊙Downsample(Ŷp)), (8)

where Avg(·) denotes global average pooling, ⊙ denotes el-
ementwise multiplication, and Downsample(·) denotes the
downsampling operation to adjust the mask to the same size
as the visual feature.

3.4 Audio Bridged Temporal Interaction
The proposed ABTI module aims to endow the frame-level
features with temporal context information without introduc-
ing too much unnecessary background interaction. Thus,
audio feature is exploited to bridge the interactions among
different frames by extracting audio-relevant object features
from different frames and exchanging information between
these object features, which are then remapped back for fea-
ture enhancement. ABTI is inserted after each scale of visual
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Figure 3: Illustration of ABTI module. Audio features are first lever-
aged to gather audio-relevant object features from different frames.
After exchanging information between these object features, the up-
dated object features are then remapped and added to the original
features for enhancement.

features and we take one of them as an example for detailed
elaboration, which is denoted as F ∈ RT×H×W×Cv in this
section only. H and W represent the height and width of F.
As illustrated in Figure 3, there are three steps in the ABTI
module, including object feature gathering, temporal interac-
tion, and object feature remapping. First, for the sounding
objects associated with the p-th audio feature, we extract its
compact feature at the q-th frame from Fq by feature similar-
ity as follows:

Spq = Softmax(fa(Ap)⊗ fm(Fq)
T ), (9)

Opq = Spq ⊗ fn(Fq), (10)

where Ap and Fq are first reshaped to R1×Cv and RHW×Ca

respectively, fa(·), fm(·), and fn(·) change the channel num-
bers of input features to Cb by linear transformation. Each
element of Spq ∈ R1×HW represents the contribution of the
corresponding pixel to the sounding objects, and the compact
feature Opq ∈ RCb is generated through necessary reshaping
operation. We arrange the compact features of all the sound-
ing objects at all the frames as a sequence O = {Opq}, p ∈
[1, T ], q ∈ [1, T ]. Second, self-attention is applied to O for
temporal interaction and the updated object features are rep-
resented as Ô = {Ôpq}, p ∈ [1, T ], q ∈ [1, T ]. Last, to en-
hance the original feature Fq with temporal information from
other frames, the updated object features are remapped back
to match the shape of Fq as follows:

F̃pq = ST
pq ⊗ fo(Ôpq), (11)

where Ôpq is first reshaped to R1×Cb and then transformed by
fo(·) to the channel number of Cf . After change the shape of
F̃pq to RH×W×Cv , the enhanced feature F̂q is generated by
as follows:

F̂q = Fq +
T∑

p=1

F̃pq. (12)

The above operations are equally performed on all the visual
features to enable cross-frame interaction.

3.5 Loss Functions
The overall loss function is formulated as follows:

L = Lmask + λsimLsim, (13)

where λmask consists of Binary Cross-Entropy Loss and Dice
Loss [Milletari et al., 2016] following the implementation
of [Cheng et al., 2022]:

λmask = λbceLbce + λdiceLdice, (14)

the Lbce and Ldice are equally applied between the output of
each decoder layer and the ground-truth mask as supervision.

4 Experiments
4.1 Datasets and Evaluation Metrics
We conduct experiments on two benchmark settings of the
AVS [Zhou et al., 2022]: 1) The semi-supervised Single
Sound Source Segmentation (S4) where the sounding object
remains the same in the given video clip, i.e., only the mask
annotation of the first frame is provided for training; 2) The
fully supervised Multiple Sound Source Segmentation (MS3)
where the sounding object dynamically changes over time,
and mask annotations of all the T frames are provided. F-
score MF and Jaccard index MJ are adopted as evaluation
metrics. MF calculates the harmonic mean of pixel-level pre-
cision and recall, while MJ calculates the intersection-over-
union between the predicted mask and the ground truth mask.

4.2 Implementation Details
We use both ResNet-50 [He et al., 2016] pretrained on
MSCOCO [Lin et al., 2014] dataset and the PVT-v2
b5 [Wang et al., 2022] pretrained on ImageNet [Russakovsky
et al., 2015] dataset as the visual encoders. The total number
of video frames T is set to 5 for each video clip. The number
N of transformer decoder stage is set 3. λbce, λdice and λsim

are all set to 1. For the S4 setting, we use the polynomial
learning rate schedule and the AdamW optimizer with an ini-
tial learning rate of 1.25e−4 and weight decay of 5e−2. Batch
size is set to 8/4 and the total number of training iterations is
set to 20k/40k for experiments on ResNet-50/PVT-v2 b5. The
MS3 setting adopts the same hyperparameters except: (1) the
initial learning rate is 5e−4, (2) the total training iterations are
reduced to 2k/4k. More implementation details are provided
in the supplementary materials.

4.3 Comparison with State-of-the-art Methods
Since AVS is a pretty new task and there is only one AVS
method TPAVI [Zhou et al., 2022] to compare at present,
we follow [Zhou et al., 2022] to adapt methods of related
domains to AVS and present the results in Table 1. Taking
ResNet-50 as the visual encoder, our AQFormer outperforms
TPAVI by margins of 1.6% MF and 4.2% MJ for the S4
setting. For the more challenging MS3 setting, AQFormer
achieves 9.1%MF and 7.8%MJ absolute gains over TPAVI,
which is a notable improvement. The results indicate that the
explicit object-level audio-visual correspondence construc-
tion leads to more robust performance when multiple objects
make sounds at the same time or the sounding objects trans-
fer. When using a stronger visual encoder like PVT-v2 b5,
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S4 MS3 MS3∗Method Task Backbone
MF MJ MF MJ MF MJ

MSSL [Qian et al., 2020] SSL ResNet-18 0.663 0.449 0.363 0.261 - -
SST [Duke et al., 2021] VOS ResNet-101 0.801 0.663 0.572 0.426 - -

TPAVI [Zhou et al., 2022] AVS ResNet-50 0.848 0.728 0.578 0.479 - 0.543
PVT-v2 0.879 0.787 0.645 0.540 - 0.573

AQFormer(ours) AVS ResNet-50 0.864 0.770 0.669 0.557 0.699 0.593
PVT-v2 0.894 0.816 0.721 0.611 0.727 0.622

Table 1: Comparison with state-of-the-art methods. Results of both S4 and MS3 settings are reported. MS3∗ indicates that the model was
first trained on the S4 training data.

Method MF MJ

Vanilla Object Query 0.534 0.450
Audio Query† 0.643 0.526
Audio Query 0.647 0.535

(a) Effect of audio query. Audio Query† means each audio query
only gathers object information from a single frame.

ABTI AVSim Loss MF MJ

0.647 0.535
✓ 0.656 0.543

✓ 0.650 0.546
✓ ✓ 0.669 0.557

(b) Component analysis.

Inserting Positions - 1,2,3 4 1,2,3,4
MF 0.650 0.652 0.652 0.669
MJ 0.546 0.549 0.554 0.557

(c) Inserting positions of ABTI.

Number of Stages 1 2 3
MF 0.599 0.632 0.669
MJ 0.500 0.520 0.557

(d) Number of transformer decoder stages.

Table 2: Ablation Studies. Models are trained on training set of MS3 and evaluated on its testing set with ResNet-50 as the visual encoder.

further performance gains can be observed for both settings.
We also conduct experiments on MS3 by using the model pre-
trained on S4 for initialization, which also has improvements
compared with training from scratch.

4.4 Ablation Studies
We conduct all the ablation studies on MS3 benchmark with
ResNet-50 as the visual encoder to evaluate the effectiveness
of our method. More results are presented in the supplemen-
tary materials.

Effect of audio query. To verify the superiority of con-
ditioning object queries on audio features over vanilla ob-
ject queries, we replace audio queries with randomly ini-
tialized object queries in the transformer decoder and keep
other settings the same for comparison, which is represented
as ‘Vanilla Object Query’ in Table 2a. The large perfor-
mance gap between vanilla object query and audio query indi-
cates that gathering audio-relevant object information by au-
dio queries can better identify the sounding objects for AVS.
Besides, we also revise the cross attention in decoder layers
so that each audio query only gathers object information from
its corresponding frame rather than the whole video, which is
denoted by Audio Query†. Performance drops can be ob-
served on both MF and MJ due to the absence of temporal
information, indicating the effectiveness of temporal context
gathering.

Component Analysis. We conduct ablation studies to
explore the impact of ABTI module and the auxiliary loss,

which is denoted as ‘AVSim Loss’ in Table 2b. The first
row denotes the basic implementation of our AQFormer,
which has already outperformed the previous state-of-the-art
by large margins(MF +6.9%, MJ +5.6%), which shows the
superiority of our new architecture. As shown in the 2nd and
3rd rows, both ABTI module and AVSim loss bring improve-
ment over the baseline, i.e., MF + 0.9% and MJ + 0.8%
for ABTI, and MF + 0.3% and MJ + 1.1% for AVSim loss.
The performance improvement indicates both temporal inter-
action and audio-visual feature alignment are necessary for
AVS task. When combining the ABTI module and AVSim
loss together in the 4th row, we can observe an obvious per-
formance boost in all metrics compared with our baseline.

Inserting Positions of ABTI. We evaluate different insert-
ing positions of the ABTI module in the pixel decoder and
report the experimental results in Table 2c. It is found that
larger gains on MJ are obtained by applying ABTI to the
4th visual feature that serves as the mask feature for predic-
tion. Applying ABTI to the first 3 scales of visual features
achieves relatively slight improvement, which may be be-
cause that temporal information has already been modeled in
the cross-attention steps of the transformer decoder. The best
results are achieved when ABTI is added to all four stages,
showing that temporal interaction still helps to get better per-
formances.

Number of Transformer Decoder Layers. We also adjust
the number of transformer stages N and the results are pre-
sented in Table 2d. By increasing the number of transformer
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Figure 4: Qualitative comparison with previous method. For each video example, we sample 3 different frames for visualization and arrange
them from left to right.

(a)

(b)

(c)

(d)

Figure 5: Visualization of attention maps. (a) Raw images of differ-
ent frames. (b) Ground truth masks. (c) Attention maps of different
frames attended by the first audio query. (d) Attention maps of dif-
ferent frames attended by the last audio query. Yellow denotes a
larger attention weight. Better viewed in color.

stages from 1 to 3, we can observe consistent performance
improvement. We get the best results when N is set to 3,
0.669 MF and 0.557 MJ , which indicates that deeper trans-
former decoder results in better performances.

4.5 Qualitative Analysis
We compare the qualitative results between TPAVI [Zhou et
al., 2022] and our AQFormer in Figure 4. PVT-v2 is used as
the visual encoder of both methods. Our AQFormer makes
better identification and produces finer segmentation results
as well. As shown in the 2nd and 3rd columns of the 1st
example, when there are more helicopters appearing in the
image but not making any sound, TPAVI cannot figure out
the correct sounding objects and includes all of them. How-
ever, our AQFormer can accurately track the movement of the

sounding helicopter without generating false positive predic-
tions. In the 3rd example, when the sounding objects increase
from man only to man and baby, our AQFormer successfully
captures the change while TPAVI does not include the baby
as the sounding object in the last two frames, which further
proves that audio query establishes more robust semantic cor-
respondence between audio and visual signals.

We also visualize the attention maps between the audio
queries and the visual features of the last layer of the trans-
former decoder. As illustrated in Figure 5, for each audio
query, its attention maps at different frames always focus on
the regions of the same object(s), even though its associated
objects do not make sounds in some frames. Take the 4th
row of the 2nd video as an example, the corresponding au-
dio query is associated with the man and the baby, and only
the man makes sound in the first frame. However, the acti-
vated pixels mainly focus on both the man and the baby in the
first frame. These results show that our AQFormer indeed es-
tablishes an object-level correlation between audio and video
modalities.

5 Conclusion
In this paper, we focus on the task of audio visual segmen-
tation (AVS) and propose a new multi-modal transformer
framework named Audio-Queried Transformer (AQFormer).
Audio features are utilized to generate conditional object
queries to explicitly gather information of the sounding ob-
jects from visual features. An Audio-Bridged Temporal In-
teraction module is also proposed to interact among multiple
frames with the bridging of audio information. Extensive ex-
periments on two AVS benchmarks show that our method out-
performs the previous method by large margins. In the future,
we hope to explore audio separation techniques and construct
more specific instance-level correspondence between audio
and visual information.
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