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Abstract
Multi-camera instance association, which identifies
identical objects among multiple objects in multi-
view images, is challenging due to several harsh
constraints. To tackle this problem, most studies
have employed CNNs as feature extractors but of-
ten fail under such harsh constraints. Inspired by
Vision Transformer (ViT), we first develop a pure
ViT-based framework for robust feature extraction
through self-attention and residual connection. We
then propose two novel methods to achieve ro-
bust feature learning. First, we introduce learnable
pseudo 3D position embeddings (P3DEs) that rep-
resent the 3D location of an object in the world co-
ordinate system, which is independent of the harsh
constraints. To generate P3DEs, we encode the
camera ID and the object’s 2D position in the image
using embedding tables. We then build a frame-
work that trains P3DEs to represent an object’s 3D
position in a weakly supervised manner. Second,
we also utilize joint patch generation (JPG). Dur-
ing patch generation, JPG considers an object and
its surroundings as a single input patch to reinforce
the relationship information between two features.
Ultimately, experimental results demonstrate that
both ViT-P3DE and ViT-P3DE with JPG achieve
state-of-the-art performance and significantly out-
perform existing works, especially when dealing
with extremely harsh constraints.

1 Introduction
Multi-camera instance association (MCIA) aims to identify
the identical objects among objects in images of the same
scene captured by different cameras. For example, given two
images of the same scene caught by different cameras, as
shown in Fig. 1, MCIA generates object patches by crop-
ping images according to the bounding boxes of each object.
MCIA then compares object patches in one image with those
in the other image to associate the identical objects between
images. While MCIA is being used in real-world applications
such as automatic check-out systems in supermarkets, it is ac-
companied by several problems, such as major differences in

Figure 1: Constraints of MCIA that presented in MessyTable. (Red
box) Presence of multiple similar-or-identical looking objects in a
scene. (Green box) Major appearance differences among identical
objects due to view variations. (Blue box) Severe object occlusion
caused by the high density of the scene.

the appearance of the same objects, severe object occlusion,
and the presence of multiple objects that look similar or iden-
tical in a scene, as shown in Fig. 1.

To tackle these problems of MCIA, many approaches
based on CNNs have been studied [Simo-Serra et al., 2015;
Han et al., 2015; Zagoruyko and Komodakis, 2015; Cai et al.,
2020]. These methods leverage CNNs to extract robust fea-
tures, which are the key to resolving the problems of MCIA.
However, CNN-based methods often struggle to associate the
target object with a complex background composed of multi-
ple objects. CNNs might extract features from the non-target
object because CNNs tend to focus on the most discrimina-
tive local feature with fixed receptive fields of convolution.
As shown in Fig. 2-(b), CNNs mainly extract the features of
the snack instead of the banana in the case of III and IV.

Recently, Vision Transformer (ViT) has yielded compara-
ble performance with CNN-based methods in computer vi-
sion tasks [Dosovitskiy et al., 2021; Liu et al., 2021; Yun
et al., 2022; He et al., 2022]. The self-attention and resid-
ual connection make ViT a promising solution for MCIA. (1)
ViTs emphasize the target object in the complex background
and extract the global information of the target object using
the dynamic receptive field of self-attention. (2) ViTs also
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globally extract the features of non-target objects and build
the relationship between non-target objects and the target ob-
ject. This relationship is organized around the target object by
strong residual connections [Raghu et al., 2021]. As shown
in Fig. 2-(c), Gradient-weighted Class Activation Mappings
(Grad-CAM) [Selvaraju et al., 2017] of ViTs exhibit simi-
larities to the segmentation results due to ViTs’ capability to
globally recognize multiple objects, including the target ob-
ject. Inspired by these abilities of ViT, we develop a pure
ViT-based baseline MCIA framework.

However, features extracted from ViT alone are insuffi-
cient to handle cases of multiple similar-looking objects with
a clean background because ViT cannot utilize relationship
information and may fail to differentiate the objects with only
visual information. To solve this issue, we propose two meth-
ods to enhance the robustness of the ViT-baseline framework.
First, we propose Psuedo 3D position Embeddings (P3DEs)
based on the following observations: a) utilizing non-visual
cues enhances MCIA performance [Cai et al., 2020] and b)
ViT learns desired characteristics through certain auxiliary
embeddings [Naseer et al., 2021]. P3DEs represent the ap-
proximate location of an object in the world coordinate sys-
tem (WCS), which is independent of the constraints of MCIA.
We generate these embeddings from the camera ID and the
position of the object in the image. We then model the re-
lationship between the object’s 2D position in the image and
the object’s 3D position in the WCS in a weakly supervised
manner by jointly training P3DEs with existing input embed-
dings. Through encoders in ViT, P3DEs are trained to repre-
sent the object’s 3D position. By using P3DEs, our method
yields significant performance improvement.

Second, we utilize Joint Patch Generation (JPG), simple
yet effective patch generation method, with which ViT uses
an object and its surroundings as a single input patch. This
trick allows a ViT-baseline framework to learn in-depth re-
lationship between the two types of information by enlarg-
ing receptive fields. Moreover, we avoid the computation
overhead resulting from the expanded object patch by resiz-
ing. Ultimately, JPG further enhances the performance of
the ViT-baseline framework. We evaluate the performance
of our methods on MessyTable, which presents the harshest
constraints among MCIA datasets. At the same time, we esti-
mate the robustness of these methods in terms of each of those
constraints. Our contributions are summarized as follows:

1. ViT-based baseline framework for MCIA: We develop
a pure ViT-baseline MCIA framework that respectively
enhances AP and IPAA-100 by 14.8% and 4.8% com-
pared to a SOTA CNN-based framework.

2. Pseudo 3D Position Embeddings: We propose auxiliary
embeddings whose features are independent of the con-
straints of MCIA. By integrating these embeddings into
the ViT-baseline framework, the performance improves
AP by 7.1% and IPAA-100 by 11.1%.

3. Joint Patch generation: We build effective patch gener-
ation method for ViT to reinforce relationship informa-
tion while avoiding computation overhead. Experimen-
tal results show that this trick further improves AP and
IPAA-100 by 5.0% and 5.4%, respectively.

I-(a) I-(b) I-(c) II-(a) II-(b) II-(c)

III-(a) III-(b) III-(c) IV-(a) IV-(b) IV-(c)

Figure 2: Grad-CAM comparison between CNN-based and ViT-
based methods on MCIA: (a) Original images, (b) CNN-based meth-
ods, (c): ViT-based methods. The target object of I, II is the snack
and that of III, IV is the banana.

2 Background and Related Works
2.1 Multi-Camera Instance Association
Extracting robust features is the key to solving the constraints
of MCIA. Instead of using hand-crafted features, such as
SIFT [Luo et al., 2021], generating features with CNN net-
works has recently become more favorable. Many works pro-
pose Siamese-type CNN models [Koch et al., 2015] to esti-
mate the similarity between the positive and negative patch
pairs. DeepDesec [Simo-Serra et al., 2015] extracts dis-
criminant representations from a Siamese network and mea-
sures the L2 distance between vectors of patches. Match-
Net [Han et al., 2015] proposes a cascaded Siamese network
and metric networks in place of the L2 distance. DeepCom-
pare [Zagoruyko and Komodakis, 2015] learns the similarity
function from raw image pixels and demonstrates the effec-
tiveness of multi-resolution patches in MCIA.

TripletNet [Cai et al., 2020] initially uses the triplet net-
work architecture [Schroff et al., 2015] with a CNN feature
extractor and utilizes the L2 distance. By exploiting the triplet
network architecture, TripletNet yields better performance
than any other Siamese network based framework. To ad-
dress the limitation of TripletNet in distinguishing between
objects with similar appearances, ASNet [Cai et al., 2020]
utilizes surrounding information through the implementation
of separate patch generation (SPG). This method involves the
creation of two patches - one for the appearance of the tar-
get object and the other for only surrounding objects. Two
TripletNets are trained within the ASNet framework, each
utilizing one of these patches. By considering the features of
neighboring objects, ASNet achieves state-of-the-art results.

2.2 Challenges in MCIA
Challenging Constraints
In contrast to single-camera datasets, MCIA datasets, such as
MPII Multi-Kinect (MPII MK) [Susanto et al., 2012], EPFL
Multi-View Multi-Class (EPFL MVMC) [Roig et al., 2011],
WILDTRACK [Chavdarova et al., 2018], and MessyTable
[Cai et al., 2020], introduce new kinds of constraints. In par-
ticular, MessyTable reproduces a real-world setting to present
many practical and challenging constraints that lead to object
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Figure 3: ViT-based baseline MCIA framework

misidentification, as shown in Fig. 1: a) Presence of multiple
similar-or-identical looking objects in a scene, b) major ap-
pearance differences among identical objects due to dynamic
view variations, and c) heavy occlusion in object by the high
density of a scene. Due to these constraints, existing works
often fail to associate the identical objects.

Non-visual Information
To solve the difficulties caused by the aforementioned con-
straints, many works utilize non-visual cues such as geomet-
ric information with deep learning networks. Since deter-
mining the accurate 3D position of an object from positions
in multi-view images is error-prone due to partially visible
instances, a previous work has proposed alternative meth-
ods. Epipolar soft constraint (ESC) [Cai et al., 2020], a
geometric cue taken from epipolar geometry, was proposed
to improve performance. However, ESC needs all camera
parameters and is not effective when the objects of com-
parison are in close proximity to one another. Meanwhile,
TransReID [He et al., 2021] proposes side information em-
bedding (SIE), which uses the camera ID and viewpoint to
learn robust features. Unfortunately, if two objects in the
same image (e.g. identical camera ID) are visually simi-
lar or identical, SIE fails to associate them with objects in
other images. Furthermore, several studies [Chen et al., 2022;
Wang et al., 2022] of person re-identification propose pose
information considering various human poses resulting from
different joint configurations. However, this information has
limited usefulness for the instance association. Instances pos-
sess a fixed structure, and as a result, they cannot be distin-
guished based on structural information.

3 Methodology
3.1 ViT-based Baseline MCIA Framework
Inspired by the effectiveness of the triplet network and the
features of ViT in the MCIA framework, we build a ViT-
based baseline framework for MCIA, as presented in Fig. 3.
Given an image and a bounding box of the object, we crop

the image corresponding to the bounding box to generate the
object patch and resize it to a fixed height and width. Then,
the resized patch is divided into N patches and each patch
acts as one token embedding, as shown in Fig. 3. The class
(cls) embedding (ecls) is concatenated before the embedding
of patches (Epatch). The position embedding (PE;Epos) is
added to the cls embedding and patch embeddings according
to the order. Ultimately, the input embedding of the trans-
former (Zin) is described as follows:

Zin = [ecls;Epatch] + Epos (1)
To exploit global representations, we use cls embedding,
which encodes global features [He et al., 2021], when train-
ing ViT with the triplet loss. Given the anchor, positive and
negative patches, the triplet loss in the ViT-baseline frame-
work is expressed as:
Lb = max(∥fa,cls−fp,cls∥2−∥fa,cls−fn,cls∥2+α, 0) (2)

where α is a margin between positive and negative pairs and
fcls is the cls embedding in the output of the transformer.

3.2 Pseudo 3D Position Embedding
Unfortunately, features extracted from fcls are insufficient to
solve the problem of scenes that present extremely harsh con-
straints because the features are somewhat dependent on the
constraints. For example, ViT-baseline easily fails to asso-
ciate objects whose appearances are similar to each other with
a clean background since the visual information and relation-
ship information yielded by ViT become ineffective. To solve
this problem, we propose learnable pseudo 3D position em-
beddings (P3DEs) that represent features, which are unique
to each object and independent of harsh constraints.

Implementation
P3DEs consist of three embeddings, P3DEx, P3DEy, and
P3DEz , that represent the x, y, and z-coordinates of the ob-
ject’s 3D position in the WCS. As shown in Fig. 4, we con-
struct learnable embedding tables Tx, Ty, and Tz to generate
P3DEs. To encode the depth of an object, we construct a cam-
era embedding table Tz that uses the camera ID as a key. We
also build two location embedding tables Tx and Ty that use
the camera ID and the middle point of the object’s bounding
box in the image as keys. The size of each embedding table is
expressed by Eq. 3, where N is the total number of cameras,
D the embedding dimension size, H ′ the scaled height, and
W ′ the scaled width. Conceptually, the numbers of indexes
of Tx and Ty are determined by N ∗W and N ∗H , respec-
tively. We reduce the size of the indexes of Tx and Ty with a
small grid ratio G, e.g., 0 < G < 1, to train all elements in
those tables several times. We present the scaling formula in
Eq. 4. Given embedding tables Tx, Ty, and Tz , where (x′, y′)
and cam id respectively denote the midpoint of the object’s
bounding box and the camera ID, each embedding of those
tables is represented according to Eq. 5.

Tx ∈ RN∗W ′∗D, Ty ∈ RN∗H′∗D, Tz ∈ RN∗D (3)
H ′ = ⌊H ∗G⌋,W ′ = ⌊W ∗G⌋ (4)

P3DEx = Tx[cam id ∗W ′ + ⌊x′ ∗G⌋]
P3DEy = Ty[cam id ∗H ′ + ⌊y′ ∗G⌋]

P3DEz = Tz[cam id]

(5)
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Figure 4: Architecture of ViT-baseline with pseudo 3D position embeddings (P3DEs) and joint patch generation (JPG) (ViT-P3DE∗). P3DEs
are generated from each embedding table using the camera ID of the image and the middle point of the bounding box of the object as keys.
These embeddings are jointly trained with existing input embeddings and are added to cls embedding before computing loss. JPG generates
a single patch encompassing the target object and surrounding objects by enlarging the crop. It minimizes computational cost through the
resizing of the patch.

Remarks on P3DE

To compute an object’s 3D position in the WCS, the accu-
rate camera parameters and multiple positions of the objects
from different viewpoints are necessary. However, measuring
camera parameters requires strong assumptions and these pa-
rameters vary according to the camera settings [Bogdan et al.,
2018]. Therefore, we use the camera ID and location of the
object, which are usually available in MCIA, when generat-
ing P3DEs. Through this point, P3DEs deal with the various
camera settings without the information on camera parame-
ters.

Weakly Supervised 3D Localization

As shown in Fig. 4, we integrate P3DEs into the ViT-baseline
to model the relationship between an object’s 2D position in
the image and the 3D position of an object in the WCS. We
concatenate the P3DEs after the input embeddings to jointly
train P3DEs and input embeddings. Moreover, we explicitly
add fP3DEs to a fcls with a regularization parameter λ, where
fP3DEs denotes the P3DEs in the outputs of the transformer.
Accordingly, the final feature (ft) and triplet loss function
(Lp3de) of ViT-baseline with P3DE are formulated as Eq. 6
and 7, respectively. Through these processes, our framework
learns the localization of an object’s 3D location in the WCS
in a weakly supervised manner, which is a learning scheme
that utilizes only coarse-grained labels [Zhou, 2018], in addi-
tion to learning MCIA in a supervised manner. We train our
framework in a weakly supervised manner for the 3D position
because MCIA usually provides only information on whether
objects are identical (coarse-grained labels) and does not offer
any information on the 3D location of objects (fine-grained
labels). As it is hard to learn accurate information with weak
supervision, P3DEs represent the pseudo 3D position of the
object.

ft = fcls + λ ∗ (fP3DEx + fP3DEy + fP3DEz )/3 (6)

Lp3de = max(∥fa,t − fp,t∥2 − ∥fa,t − fn,t∥2 + α, 0) (7)

3.3 Joint Patch Generation
As in the case of SPG in ASNet, utilizing information about
surrounding objects is beneficial for differentiating between
objects with similar appearances. However, the SPG method
is not effective when used in conjunction with the ViT, as
it removes the global relationship information among objects
presented in the patch by masking the target object when gen-
erating the patch for surrounding objects.

In this paper, we utilize joint patch generation (JPG), with
which ViT effectively considers the surrounding information
of an object. Transformer achieves great performance im-
provement in the NLP field by learning the relationships be-
tween tokens [Vaswani et al., 2017]. Paying attention to this
observation, we exploit JPG that allows ViT to learn not only
the global features of an object’s appearance and its surround-
ing information but also the in-depth relationship between the
two types of information. As shown in Fig. 4, JPG generates
an object patch by cropping an image with a bounding box
that has been enlarged by a square of zoom-out ratio (ZO2) in
order to include the surrounding information. To mitigate the
computational overhead caused by the expanded patch, JPG
employs resizing. The fixed height and width used in this
resizing process are equivalent to those of the ViT-baseline.
Through these processes, JPG achieves a considerable per-
formance improvement while preserving computational effi-
ciency. Moreover, JPG avoids any model parameters over-
head by using just one patch, in constrast to SPG, which al-
ways incurs such overhead by using two patches and doubling
the number of feature extractors.
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MPII MK EPFL MVMC WILDTRACK MessyTable
Cameras 4 6 7 9
Settings 2 1 1 567
Classes 9 3 - 120
Scenes 33 240 400 5,579

Instances 6∼10 5∼9 13∼40 6∼73

Table 1: Configurations of MCIA datasets

4 Experiments
4.1 Experimental Settings
Dataset
We summarize configurations of MCIA datasets in Table
1. Considering that WILDTRACK is the dataset for multi-
camera people detection and tracking, we do not consider the
number of classes in this case. We use MessyTable as our
target dataset among the MCIA datasets because this dataset
includes the harshest constraints. First, this dataset presents
major appearance differences among identical objects by uti-
lizing 567 different camera settings with nine cameras while
other datasets use only one or two camera settings. Secondly,
MessyTable includes many seriously occluded objects by lo-
cating the large number of objects, up to 73, on the table
where the space is limited. Lastly, with 120 classes of ob-
jects that are classified into 42 groups in terms of appearance
similarity, most of the scenes in this dataset include multiple
objects that appear similar or identical. For these reasons, we
evaluate the effectiveness of our methods on MessyTable.

Evaluation Metric
We evaluate our framework with the following evaluation
metrics: class-agnostic average precision (AP), a false pos-
itive rate at 95% recall (FPR-95), and image pair associ-
ation accuracy (IPAA). IPAA, newly introduced by Cai et
al. (2020), evaluates the association results at the image-
pair level, while AP and FPR-95 estimate the result at the
object-pair level. IPAA-X means the percentage of image
pairs, which satisfy the condition that at least X% of the ob-
ject pairs in images are associated correctly. IPAA is usually
a stricter evaluation metric than AP and FPR-95. We mainly
note IPAA-100 among IPAA-X in this paper.

Implementation
We use the latest MCIA frameworks, TripletNet and ASNet,
on MessyTable as baselines. Given scenes captured by nine
cameras, we conduct experiments using all 72 camera pairs
for the training data to measure peak performance and pre-
vent performance variation due to camera pair sampling. We
observe that the AP of ASNet can vary by more than 6% de-
pending on the sampled eight camera pairs. To ensure a fair
comparison, we reproduce the results of TripletNet and AS-
Net under our experimental setting based on their publicly
available code [Cai et al., 2020] and present both our repro-
duced results and the originally reported results [Cai et al.,
2020] trained with eight camera pairs (marked with an ⋆) in
Table 2. It is observed that training with fewer camera pairs
may not achieve peak performance (i.e., a 3.3 AP decrease
for ASNet) compared to the all-pairs setting.

Framework Backbone Param. AP ↑ FPR-95 ↓ IPAA-100 ↑

TripletNet
[Cai et al., 2020]

ResNet-18⋆ 11M 46.7 20.6 16.8
ResNet-18 11M 53.4 15.3 19.9
ResNet-50 24M 56.1 12.0 23.9

ResNet-101 43M 57.5 11.0 24.9

ASNet
[Cai et al., 2020]

ResNet-18⋆ 22M 52.4 20.9 17.0
ResNet-18 22M 55.7 14.4 23.1
ResNet-50 47M 56.7 14.9 22.7

ResNet-101 85M 59.1 12.7 25.6

ViT-baseline

ViT-T 6M 70.5 7.9 27.9
ViT-S 22M 73.3 6.8 29.7
ViT-B 87M 74.7 6.3 32.1
DeiT-T 6M 71.7 7.3 28.8
DeiT-S 22M 73.8 6.5 29.2
DeiT-B 87M 75.2 6.1 32.7

ViT-P3DE*

ViT-T 6M 82.8 4.9 43.5
ViT-S 22M 85.1 4.2 46.2
ViT-B 87M 86.6 3.6 48.3
DeiT-T 6M 82.6 5.0 43.4
DeiT-S 23M 85.3 4.0 47.1
DeiT-B 87M 87.4 3.4 49.2

ASNet+ESC
[Cai et al., 2020]

ResNet-18 22M 60.2 11.8 26.8
ResNet-50 47M 60.4 12.5 24.4

ResNet-101 85M 62.8 10.7 27.7

ViT-P3DE*+ESC
ViT-T 6M 87.8 3.0 46.7
ViT-S 22M 88.6 2.7 47.8
ViT-B 87M 89.5 2.4 48.1

Table 2: Performances of the SOTA frameworks and our proposed
frameworks. ⋆: Results with a previous work configuration that uses
eight camera pairs in training.

We train the frameworks with one batch size that con-
tains 64 triplet pairs on a single A100 GPU. Unless otherwise
noted, we resize an object patch to 224∗224 with a bilinear in-
terpolation. We utilize the Adam optimizer [Kingma and Ba,
2015] with an initialized learning rate of 1e-4. The weights
of the frameworks are initialized with the pretrained weights
on ImageNet 1K [Deng et al., 2009]. We build other settings,
such as the triplet loss margin α, to be identical to those of
TripletNet and ASNet. We set the grid ratio G as one over
sixty, the regularization parameter λ as 0.1, and the zoom-
out ratio ZO as 2 experimentally. Ablation studies of these
parameters are given in the Appendix.

4.2 Results of the Proposed Method
We evaluate our proposed frameworks, ViT-baseline and ViT-
baseline with P3DEs and JPG (ViT-P3DE∗), and state-of-
the-art CNN-based frameworks, TripletNet and ASNet, on
MCIA. We measure the performance of TripletNet and AS-
Net using representative CNN backbones, ResNet families
[He et al., 2016]. We use the ViT [Dosovitskiy et al., 2021]
and DeiT [Touvron et al., 2021] families as the backbone
for the ViT-baseline and ViT-P3DE∗. Note that ViT-Tiny
(ViT-T) and ViT-Small (ViT-S) are DeiT-Tiny (DeiT-T) and
DeiT-Small (DeiT-S) without a distillation embedding, re-
spectively.

As shown in Table 2, although the number of model pa-
rameters of the ViT-baseline with the ViT-T backbone is far
smaller than that of the TripletNet and ASNet with all CNN
backbones, the performance of the ViT-baseline is signifi-
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Method AP ↑ FPR-95 ↓ IPAA-100 ↑
ViT-Baseline Base. 70.5 7.9 27.9

Additional
Embedding

Base.+3E 70.6 7.7 28.3
Base.+SIE 71.2 7.6 28.6

DeiT 71.7 7.3 28.8
ViT-P3DE 77.6 5.6 39.0

Patch
Generation

Base.+SPG 70.1 8.9 26.4
Base.+JPG 75.5 7.9 33.3

Table 3: Ablation study of ViT-P3DE∗

cantly better than that of the TripletNet and ASNet with all
CNN backbones. In particular, our ViT-baseline with ViT-T
improves 11.4% AP, 4.8% FPR-95, and 2.3% IPAA-100 com-
pared to ASNet with ResNet-101. These results demonstrate
the significance of globally recognizing objects in MCIA, in
contrast to only extracting local features of an object.

By utilizing our proposed methods, P3DEs and JPG, on
the ViT-baseline with ViT-T backbone, ViT-P3DE∗ attains a
12.3% AP, 3% FPR-95, and 15.6% IPAA-100 improvement
and achieves the state-of-the-art performance. The enhance-
ment of FPR-95 is relatively modest compared to the other
metrics because the number of negative samples greatly sur-
passes that of positive samples in the MessyTable. Although
IPAA-100 is a stricter evaluation metric than AP, ViT-P3DE∗

yields a larger improvement in IPAA-100 than AP when com-
pared to the ViT-baseline. This is because ViT-baseline strug-
gles to associate instance-pairs that are affected by extremely
harsh constraints. On the other hand, ViT-P3DE∗ addresses
these problems by utilizing inherent features of the target ob-
ject and the in-depth relationship information between ob-
jects. As in the case of the ASNet, ViT-P3DE∗ also has an
ability to exploit benefits of ESC [Cai et al., 2020] if all cam-
era parameters are provided.

4.3 Ablation Study of ViT-P3DE∗

We evaluate the performance gains of our methods on the
ViT-baseline with ViT-T backbone and compare ours with the
methods of previous works.

Additional Embedding
We compare P3DEs with additional three embeddings
(Base.+3E), distillation embedding (DeiT) [Touvron et al.,
2021], and side information embedding (SIE) [He et al.,
2021]. Additional three embeddings in Base.+3E are in-
dependently trained without encoding information and SIE
only uses the camera ID since the MessyTable has no anno-
tated viewpoint. As shown in Table 3, P3DEs achieve 7.1%
AP, 2.3% FPR-95, and 11.1% IPAA-100 improvement while
other methods attain less than 1.5% enhancement for all met-
rics. These results demonstrate the importance of encoding
information in the embeddings.

Patch Generation
We compare JPG with SPG [Cai et al., 2020]. As presented
in Table 3, using SPG drops the performance. This is because
the masking part in the patch of surrounding objects leads

AP ASNet ViT ViT+JPG ViT+P3DE ViT-P3DE*
0°∼15° 81.5 91.2 92.2 93.4 94.6

Table 4: APs of instances-pairs with 0°∼15° angle difference

Figure 5: Normalized APs of instance-pairs with each angle differ-
ence

to a larger L2 distance between surrounding features com-
pared to the ViT-baseline. On the other hand, JPG reduces
the L2 distance by reinforcing the relationship information
and achieves 5.0% AP and 5.4% IPAA-100 improvement.

4.4 Robustness of ViT-baseline and ViT-P3DE∗

We evaluate the ASNet and our works in terms of each of
the three constraints: appearance differences among identical
objects, object occlusion, and the presence of similar objects
in one scene. Because the effectiveness of the frameworks in
addressing these constraints is similar when the architecture
is identical, we show the results of the frameworks with the
ResNet-18 and ViT-T backbones. ASNet denotes ASNet with
the ResNet-18 backbone and ViT refers to the ViT-baseline
with the ViT-T backbone. To evaluate the robustness of the
frameworks with respect to a specific constraint, we compare
the results of instance-pairs impacted by different degrees of
that constraint. We first classify instance-pairs into groups
according to the severity of the constraint. We then normal-
ize the results of each group by the base group with the best
result to empirically observe performance change trends be-
tween individual groups and the base group. While there
may be cases where constraints affect one another, our ap-
proach provides valuable insights into performance variations
across diverse subsets. We mainly present the normalized
APs (normAP) in this section.

Appearance Differences among Identical Objects
To observe the frameworks’ robustness to this constraint, we
classify instance-pairs into ten groups according to their angle
differences. In MessyTable, the angle variation of each cam-
era is up to 150◦. We divide this range into ten groups, each
group covering 15◦ angle differences, as shown in Fig. 5. We
normalize the AP of each group with the AP of instance-pairs
that are of angle differences from 0◦ to 15◦. As shown in
Fig. 5, the normAP of ViT-baseline is on average 8.6% bet-
ter than that of ASNet in all angle differences. Moreover, the
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AP ASNet ViT ViT+JPG ViT+P3DE ViT-P3DE*
SPS 82.4 92.7 92.0 93.8 94.1
SPD 53.7 68.6 73.9 76.2 81.7
SBD 51.6 66.2 72.1 74.5 80.4

SPD/SPS 0.652 0.740 0.803 0.812 0.868
SBD/SPS 0.626 0.714 0.784 0.794 0.854

Table 5: APs of SPS, SPD, and SBD, along with normalized APs

performance degradation of ViT-baseline due to increasing
viewpoint variation is less than that of ASNet, as the features
from ViT are robust to the scene bias [Choi et al., 2019].

We find that P3DEs successfully represent the features,
which are independent of viewpoint variations. P3DEs im-
prove the normAP in all angle differences. Moreover, as
the angle difference increases, the gap between the graph of
ViT-baseline and that of ViT-baseline with P3DEs becomes
larger, from 2.6% at 15◦∼30◦ to 11.5% at 135◦∼150◦. This
is because ViT-baseline with P3DEs recognizes the contex-
tual cues of the input and accordingly uses more features of
P3DEs through attention mechanism. Also, JPG makes the
ViT-baseline more robust by reinforcing the relationship be-
tween an object and its surroundings. Through these meth-
ods, ViT-P3DE∗ achieves significant enhancement in the ro-
bustness to appearance differences among identical object.
The normAP of ViT-P3DE∗ is from 4.4% to 21.5% better than
that of ViT-baseline. Moreover, as angle differences increase,
ViT-P3DE∗ improves the performance more. From this point,
we believe that our method works well in a real-world envi-
ronment, where constraints are usually extremely harsh.

Presence of Similar Objects in One Scene
We classify instance-pairs into two types: superclass-
duplication (SPD) and superclass-single (SPS). Note that, ob-
jects labeled as the same superclass appear similar or iden-
tical to each other. Among the instance-pairs between two
images, an instance-pair that includes object A in one image
is classified as SPD if there are more than one object with
the same superclass as A in the other image. Conversely, if
there is only one or no object with the same superclass as A
in the other image, the instance-pair that contains object A is
classified as SPS. We normalize the AP of SPD with that of
SPS. As shown in Table 5, the normAP of ASNet is lower
than that of ViT-baseline even with surrounding information.
This is because ASNet often focuses on the non-target object.
ViT-baseline resolves this problem by considering all objects
within the patch.

P3DEs are significantly effective on this constraint because
it represents a unique feature of an object. ViT-baseline with
P3DE achieves a normAP improvement by 7.2% compared
to the ViT-baseline. Meanwhile, JPG achieves 6.3% better
normAP than the ViT-baseline. It is worth noting that the
significant improvement in the AP of SPD through using JPG
contributes to the better normAP. This highlights the vital role
that the relationship information between an object and its
surroundings plays in the SPD instance pairs. With these ef-
fective methods, ViT-P3DE∗ yields 12.8% improvement in
normAP over the ViT-baseline.

AP ASNet ViT ViT+JPG ViT+P3DE ViT-P3DE*
SPS in easy 89.4 96.6 95.8 97.0 97.0

Table 6: APs of SPS in easy scene

Figure 6: Normalized APs of SPS in medium and hard scenes

Presence of Identical Objects in One Scene
Among SPD, we call instance-pairs that include the object,
which is labeled as the same subclass as that of more than one
objects in the image of other camera, as subclass-duplication
(SBD). Objects labeled as the identical superclass look simi-
lar or identical to each other while objects tagged as the same
subclass appear identical to each other. In other words, it is
more difficult to identify identical objects among SBD com-
pared to SPD. We examine the proposed frameworks’ robust-
ness to the constraint, which is the presence of identical ob-
jects in one scene. To measure this, we normalize the AP of
SBD with that of SPS. We present the results in Table 5.

While ViT-baseline and ASNet’s normAP differences be-
tween SPD and SBD are 2.6% AP, that of ViT-P3DE∗ is 1.4%
AP. This is because ViT-P3DE∗ utilizes features that resolve
the misidentification among an accurate object and different
objects that appear identical. The results of ViT+JPG and
ViT+P3DE demonstrate that the features captured by JPG and
P3DEs are robust to this constraint. Ultimately, our frame-
work achieves the best robustness to scenes that include mul-
tiple objects that look identical.

Object Occlusion
To examine the effects of object occlusion, we utilize scenes
in MessyTable that have been classified into easy, medium,
and hard in terms of the degree of occlusion and the num-
ber of objects that appear similar or identical. A scene that
features extreme occlusion and a large number of similar in-
stances is classified as hard, while less complicated scenes
are classified as medium or easy. To consider the effect of oc-
clusion on the frameworks’ performances, we evaluate only
the objects that correspond to SPS in easy, medium, and hard
scenes, respectively. We normalize the AP of SPS in medium
and hard scenes with the that of SPS in easy scenes. As
shown in Fig. 6, ViT-baseline’s normAPs of SPS in medium
and hard scenes respectively are 7.7% and 18.4% higher than
those of ASNet, respectively. ViT-baseline framework is re-

Proceedings of the Thirty-Second International Joint Conference on Artificial Intelligence (IJCAI-23)

1346



Figure 7: Normalized APs of SPD in medium and hard scenes

silient to severe occlusion because ViT captures fine-grained
features from the small unoccluded part of objects through
early long-range receptive fields.

With features that remain uninfluenced despite object oc-
clusion, P3DEs resolve severe occlusion. By capturing the
occlusion of the input patches and accordingly utilizing en-
coded information in P3DEs, ViT-baseline with P3DEs im-
proves by 1.9% and 3.7% normAP in medium and hard
scenes, respectively compared to the ViT-baseline. Mean-
while, JPG only improves the performance on hard scenes
(-0.8% in easy, -1.0% in medium, +0.5% in hard). This is
because using larger receptive fields often causes misidenti-
fication to instance-pairs in easy and medium scenes, which
present a considerably lesser degree of occlusion than hard
scenes. In easy and medium scenes, the portion of the sur-
rounding objects included in the input patch is quite small
even if the objects are positioned densely. Therefore, when
JPG is applied, the fraction of neighboring objects increases
and the increased fraction can hinder instance association. On
the other hand, the fraction of surrounding instances in the
input patch is already high in hard scenes. As a result, the
strength of JPG is manifested only in hard scenes. P3DEs
in ViT-P3DE∗ negates the negative effects of JPG on easy
and medium scenes by prioritizing the attention on the tar-
get object. Ultimately, ViT-P3DE∗ achieves 1.7% and 6.3%
improvements on normAP in medium and hard scenes, re-
spectively compared to ViT-baseline.

Object Occlusion & Presence of Similar Objects in One
Scene
We inspect the frameworks’ robustness to instance-pairs that
are influenced by two constraints, object occlusion and the
presence of similar objects in one scene, at the same time.
We first respectively evaluate SPS in easy scenes and SPD
in medium and hard scenes, which are classified in terms of
the degree of occlusion and the number of objects. Then, we
normalize the AP of SPD in medium and hard scenes with
that of SPS in easy scenes.

To explain the results clearly, we use the word normAP-
(SPS or SPD)-(med or hard) to represent the normalized AP
of SPS or SPD in medium or hard scenes. As in Fig. 7,
ViT-baseline respectively achieves 7.7% and 18.4% improve-

ment compared to that of ASNet in terms of normAP-SPS-
med and normAP-SPS-hard. Meanwhile, ViT-baseline im-
proves normAP-SPD-med and normAP-SPD-hard by 9.7%
and 13.6%, respectively compared to that of ASNet. Since
the combination of two harsh constraints makes the as-
sociation more difficult, the performance improvement of
normAP-SPD-hard is less than that of normAP-SPS-hard.
On the other hand, ViT-P3DE∗ achieves far better perfor-
mance improvements in both norm-AP-SPD-med (13.0%)
and norm-AP-SPD-hard (14.5%) than those of norm-AP-
SPS-med (1.7%) and norm-AP-SPS-hard (6.3%), respec-
tively compared to ViT-baseline. ViT-P3DE∗ yields these
great results by simultaneously solving both problems caused
by object occlusion and the presence of multiple objects that
appear similar. Based on these results, we believe that our
framework is the key to resolving problems in real-world task.

5 Conclusion
To the best of our knowledge, this is one of the first works
that apply ViT to MCIA domain. We also propose pseudo
3D position embeddings (P3DEs) and joint patch generation
(JPG) that enhance the robustness of ViT’s features under the
challenging constraints of MCIA. As a result, our final frame-
work ViT-P3DE∗ achieves state-of-the-art performance. We
believe that our proposed methods are helpful for vision tasks
addressing problems that are unresolvable with just visual in-
formation. In future work, we plan to examine the applicabil-
ity of our framework to various ViT variants.

A Ablation Study of P3DEs
To build the framework that learns the object’s pseudo 3D po-
sition, we jointly train P3DEs with existing input embeddings
and add P3DEs to cls embedding with regularization param-
eter λ when computing loss. We inspect the effectiveness of
each method with ViT-baseline framework that exploits the
ViT-T backbone. JT denotes the method that jointly trains
P3DEs and input embeddings. Add denotes the method that
adds P3DEs to cls embedding.

As shown in Table 7, JT occupies a large portion of ViT-
P3DE’s performance improvement. While Add enhances
1.1% AP, 0.3% FPR-95, and 1.1% IPAA-100, JT improves
6%, 2%, 10% in AP, FPR-95, and IPAA-100 respectively.
Through these results, we demonstrate that ViT almost fully
utilizes P3DEs with a self-attention mechanism.

B Ablation Studies of Hyperparameters
B.1 Grid Ratio
Grid ratio G is one of the key parameters because the grid
ratio determines whether all elements of the embedding table

Method JT Add AP ↑ FPR-95 ↓ IPAA-100 ↑
ViT-baseline ✗ ✗ 0.705 0.079 0.279

✓ ✗ 0.765 0.059 0.379
ViT-P3DE ✓ ✓ 0.776 0.056 0.390

Table 7: Ablation study of P3DEs
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Figure 8: Ablation study of G

Figure 9: Ablation study of ZO

are sufficiently trained. Moreover, it controls the number of
pixels that the embedding represents. To select the best G, we
set the 1/G as common divisors of image height and width,
which respectively are 1080 and 1920 in the MessyTable
dataset, and inspect the performance of ViT-P3DE in each
case. We set the regularization parameter λ as 0.1. As shown
in Fig. 8, when 1/G is between 10 and 20, the performances
of ViT-P3DE are quite low because many elements in the em-
bedding table are not trained enough. As 1/G gradually in-
creases to 60, the elements of the embedding table become
sufficiently trained and then the performance is improved.
However, when 1/G becomes large, such as 120, the per-
formance improvement by P3DEs is less than that of the case
that 1/G is 60 because one embedding represents the number
of pixels that is more than necessary. Through these results,
we find that the embedding table must be at least a certain
size to ensure that the elements of the embedding table are
sufficiently trained but the embedding table should not be too
large to represent the position features of each pixel. There-
fore, we set the grid ratio G of ViT-P3DE as one over sixty.

B.2 Zoom-Out Ratio
Determining zoomout-ratio (ZO) is important. This is be-
cause if a value of ZO is too large, the performance improve-
ment of JPG drops due to putting noise in the instance-pairs
that can be associated only with the object’s appearance. To
maximize the performance gain of JPG, we conduct exper-
iments with varying ZO from 1 to 2.5. As shown in Fig.
9, using even a little bit of surrounding features significantly
improves performance because it allows ViT to reinforce the
relationship information between an object and its surround-

ings. Until ZO is 2, both AP and IPAA improve as ZO in-
creases. When ZO exceeds 2, AP and IPAA are similar to
or lower than those of the framework with ZO of 2. How-
ever, FPR-95 becomes worse as ZO increases except in the
case that ZO is between 1 and 1.25 by additionally intro-
ducing surrounding information. We select the value of ZO
as 2 with which ViT-baseline+JPG achieves maximum per-
formance improvement in terms of AP and IPAA and yields
acceptable FPR-95.

B.3 Regularization Parameter
We add P3DEs to cls embedding right before computing loss
to fully use P3DEs. We examine how much more features of
P3DEs are necessary to increase performance. We conduct
an experiment with ViT-P3DE that uses varying regulariza-
tion parameters λ with grid ratio of 10. As shown in Table
8, performance is not that sensitive to λ because cls embed-
ding includes sufficient features of P3DEs through an atten-
tion mechanism. Among values of λ in Table 8, we choose λ
as 0.1 that increases the performance of ViT-P3DE.

λ AP ↑ FPR-95 ↓ IPAA-100 ↑ IPAA-90 ↑ IPAA-80 ↑
0 0.713 0.076 0.289 0.428 0.629

0.05 0.708 0.078 0.286 0.422 0.623
0.1 0.716 0.075 0.294 0.431 0.635
0.2 0.713 0.076 0.291 0.428 0.629
0.3 0.711 0.075 0.295 0.429 0.631

Table 8: Ablation study of λ
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