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Abstract

Most existing Low-Light Image Enhancement
(LLIE) methods are primarily designed to improve
brightness in dark regions, which suffer from se-
vere degradation in nighttime images. However,
these methods have limited exploration in another
major visibility damage, the glow effects in real
night scenes. Glow effects are inevitable in the
presence of artificial light sources and cause further
diffused blurring when directly enhanced. To settle
this issue, we innovatively consider the glow sup-
pression task as learning physical glow generation
via multiple scattering estimation according to the
Atmospheric Point Spread Function (APSF). In re-
sponse to the challenges posed by uneven glow in-
tensity and varying source shapes, an APSF-based
Nighttime Imaging Model with Near-field Light
Sources (NIM-NLS) is specifically derived to de-
sign a scalable Light-aware Blind Deconvolution
Network (LBDN). The glow-suppressed result is
then brightened via a Retinex-based Enhancement
Module (REM). Remarkably, the proposed glow
suppression method is based on zero-shot learning
and does not rely on any paired or unpaired training
data. Empirical evaluations demonstrate the effec-
tiveness of the proposed method in both glow sup-
pression and low-light enhancement tasks.

1 Introduction

Images captured in low light are often accompanied by re-
duced visibility and information loss in dark areas. Thus, low
light image enhancement (LLIE) has sparked a surge of in-
terest. Apart from dim light’s impact on image quality, the
widespread presence of glow effects around light sources sig-
nificantly reduces visibility in real-world nighttime scenes.
However, existing LLIE methods devote to low-light areas
brightening only and are not well-suited to tackle glow ef-
fects. When applied to images with glow, these methods may
actually exacerbate the problem, causing further diffusion of
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Figure 1: Nighttime images suffering from glow effects will be fur-
ther diffused after existing LLIE methods, significantly impairing
the visibility. The proposed LBDN and REM can effectively handle
glow effects and boost nighttime visibility.

glow areas and introducing artifacts that degrade overall im-
age visibility (Fig. 1). To this end, developing effective glow
suppression techniques is an urgent task.

Deep learning has proven promising results for LLIE tasks
[Wang er al., 2020; Jiang et al., 2021; Li er al., 2022],
while a substantial portion of which incorporates the tradi-
tional Retinex model [Jobson et al., 1997] for better lumi-
nance boosting through suppression of noise. To make a
step forward, a large body of work has progressively exerted
great effort in more extreme conditions [Chen et al., 2018;
Zhang et al., 2019a; Zhu et al., 2020b; Wei et al., 2020]. Re-
gretfully, all these methods cannot produce a satisfactory per-
formance on nighttime images with glows.

In a recent study [Sharma and Tan, 20211, the first enhance-
ment method for suppressing glow effects is proposed. This
method regards the glow as low-frequency information in the
image and adopts a decomposition model [Wu et al., 2018] to
disentangle the linearized image into low and high-frequency
feature maps. In a similar way, the glow in [Jin et al., 2022]
is removed via high-low frequency decomposition on the as-
sumption of smooth glow in the low-frequency layer. How-
ever, these methods do not consider the fact that glow regions
may occur in both low-frequency and high-frequency layers,
as is often observed in captured images.
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Figure 2: Some examples suffering from glow effects and their cor-
responding heat maps. Dark areas and distinct color borders of the
glow in the heat map show non-smooth intensity variations.

Glows demand a more universal description to form a reli-
able solution. To form a universal definition of the glow sup-
pression task, this study defines the glow based on its physi-
cal formation, which arises from a light source scattered sev-
eral times across medium particles characterized by the at-
mospheric point spread function (APSF). The first attempt to
achieve glow suppression from glow generation is introduced
via deep learning-based APSF formation.

Real-world glow effects pose two challenges, the complex
variety of light source shapes and the glow intensities un-
evenly decaying from light sources, as depicted in Fig. 2, fea-
turing rough or divergent glows. To solve these challenges,
our nighttime imaging model with near-field light sources
(NIM-NLS) is specifically tailored to account for all multi-
scattering lights associated with arbitrary glow effects, direct
reflectance from objects, and the impact of ambient light.

Leveraging the physical model, we proceed to solve the
problem of recovering both the blurred glow and the clear
transmission in NIM-NLS. However, we encountered further
challenges, which highlighted limitations in existing meth-
ods. Specifically, we observed that: 1) glow only affects lo-
cal regions around the light source, existing global restora-
tion models cannot recover glow region accurately [Zhou and
Susstrunk, 2019; Ren er al., 2020; Feng et al., 2021]; 2) glow
patterns are irregular and not sharply bounded, which cannot
be extracted by layer separation methods [Levin and Weiss,
2007; Zhang et al., 2018; Gandelsman et al., 2019]. Drawing
inspiration from these findings, our light-aware blind decon-
volution net (LBDN) is designed to construct a local glow
estimation. Guided by the principle that the center of the
glow exhibits maximum intensity, our approach involves ini-
tially segmenting the light sources, followed by performing a
blind deconvolution on the local glow. Irregular glow formu-
lation is introduced in our approach with two priors. The light
source spatial location mask prior M indicates spatial loca-
tions, while the learning-based APSF prior accommodates for
varying glows. Notably, our LBDN can be flexibly extended
into existing LLIE methods as a pre-processing module.

To the best of our knowledge, the proposed method is the
first to tackle visibility degradation in various forms of un-
even and irregularly shaped glows (see Fig. 3). In the mean-
time, our approach is not reliant on paired or unpaired images,
nor does it necessitate pre-training. In summary, our contri-
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Figure 3: Examples obtained from our LBDN, demonstrating the
effective removal of irregular glow. G is the multi-scattering map
estimated by a network, while D is the clear direct transmission map
after removing the multi-scattering.

butions can be concluded as:

 Perspective contribution. The glow suppression task is
innovatively treated as the learning of glow generation,
where learning-based APSF formation is utilized.

* Technical contribution. Two challenges of arbitrarily
shaped light sources and glows with uneven intensity are
tackled for the first time. A novel nighttime imaging
model with near-field light sources is derived, and solved
by a scalable light-aware blind deconvolutional network.

* Practical contribution. Our effectiveness on glow sup-
pression and scalability in existing LLIE methods are
validated on real-world datasets. Meanwhile, the pro-
posed method does not require any pre-training.

2 Related Work

In this section, we outline relevant works on deep learning-
based methods for LLIE and light effects suppression ap-
proaches in fields such as nighttime dehazing.

2.1 Low-light Image Enhancement

The LLIE task aims to increase image visibility so as to bene-
fit a series of downstream tasks (e.g. classification, detection,
and recognition). Benefiting from the flourishing of deep
learning, a large proportion of existing LLIE methods provide
outstanding results in typical low-light scenes. Part of these
methods [Zhang et al., 2019b; Zhang er al., 2020b; Zhang et
al., 2021] typically introduced the Retinex model [Jobson et
al., 1997] from traditional methods, enhancing the luminance
and reflection components separately through dedicated sub-
networks. On another matter, the elimination of noise, an
explicit term in the imaging system, is often decoupled into
a separate sub-task [Zhu er al., 2020a; Yang et al., 2021;
Hai et al., 2023; Guo and Hu, 2023].

Furthermore, more recent attention has focused on re-
alistic nighttime scenarios. On the one hand, real night
scenes lack paired datasets, hence EG [Jiang et al., 2021]
and DCE [Li et al., 2022] escaped the reliance on paired
datasets by utilizing an unsupervised generative adversarial
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network and designing image-specific curves, respectively.
On the other hand, some approaches [Zhang er al., 2019a;
Zhu et al., 2020b] attempted to confront more challenging
light conditions like extreme low-light [Chen et al., 2018;
Wei et al., 2020].

Howeyver, all these methods fail to address the extensive
and blurred glow caused by nighttime light sources, which
can be further exposed with direct enhancement, thus result-
ing in even more information loss.

2.2 Glow Suppression

The primary object of glow effects suppression is the glow
from multi-scattered near-field light sources (distinct from at-
mospheric light). Due to the scarcity of glow suppression
methods in LLIE, we conduct research in adjacent areas.

Generally, the glow formation function is referred to as
APSF. Since glow causes a specific range of information loss,
modeling APSF is essential to improve the performance of
outdoor vision systems. [Narasimhan and Nayar, 2003] in-
troduced APSF into computer vision for the first time and
designed a physics-based model to describe multiple scat-
tering. As it is well suited for severe weather such as fog,
haze and rain, [Li et al., 2015] brought the model into night-
time haze removal and utilized the short-tailed distribution of
glow on the gradient histogram to separate the glow layer,
followed by [Park er al., 2016; Yang et al., 2018]. Lately,
in response to noise, flare, haze, and blur in Under-Display
Camera (UDC) images, [Feng et al., 2021] defined a physics-
based image formation model to analyze and solve the afore-
mentioned degradations. Besides, the authors measured the
real point spread function (PSF) of the UDC system and pro-
vided a model-based data synthesis pipeline to generate re-
alistic degraded images. But the specific glow pattern in the
UDC system is not applicable in a wide range of real scenes,
and it is not feasible to measure true PSFs in each case.

In LLIE, [Sharma and Tan, 2021] is the first to focus on
glow effects suppression. More recently, the same research
team introduced an unsupervised method [Jin et al., 2022]
that integrates a layer decomposition network and a light-
effects suppression network. Yet a rudimentary frequency-
based decomposition struggles to effectively separate glows
from irregularly shaped light sources or those with uneven
intensity. This is due to the absence of interpretable physical
model support.

In contrast, the proposed method is fully theoretically in-
formed, as evidenced by a physical model designed on glow
formation, thus allowing for the effective suppression of var-
ious shapes and intensities of glows shown in Fig. 3. More-
over, unlike the above works requiring training datasets with
and without glow, our approach does not rely on any paired
or unpaired datasets, nor does it require pre-training.

3 Physical Model

3.1 APSF-based Physical Glow Formation

As the glow formation described in Fig. 4, rays from the light
source are scattered several times by particles, and further in-
teractions with different angles overlap on the image to form

1535

Atmosphere Unscattered Light
/ Pinhole
_______________________ ,._._._._.._._{_._._
Light Source A
- Multiple Scattered Light
Direct Transmission
Object

Camera Image

Figure 4: Glow formation. Light sources are scattered several times
to reach the observer, forming blurred glows that vary in shape.

glow. Finally, the glow in the image plane forms a round re-
gion, which has a maximum intensity in the center point and
decreases towards the surroundings.

To obtain the multi-scattering map of irregular light
sources, the imaging of glow is derived by the intensity of
the multiply scattered radiations I(7', ;1) from a point source
with APSF [Chandrasekhar, 2013], which is related to the
forward scattering parameter ¢, the phase function P(cos«)
of the particles in the atmosphere, and the optical thickness
of the atmosphere 7. The solution to I(7T, ) is given by
expanding the Henyey-Greenstein phase function [Ishimaru,
1978] in terms of Legendre polynomials. Please see the sup-
plementary material for more detailed formulations.

The glow around one light source of arbitrary shape S is
formed as a combination of multiple isotropic light source el-
ements with different radiation intensities Io(z, y). With light
from each source element approximately passing through
the same atmosphere and, based on the superimposability of
light, the intensity Iy of different light source elements can be
summed to yield the overall intensity ;147 :

Tiotal = 21(10 ® APSF;) = (o x S)® APSF,ie S. (1)

Accordingly, the connection between the image P with
ideal light sources and the final imaging result G after suf-
fering from multiple scattering can be established as:

G =P ® APSF. 2)

In this paper, we take advantage of deep learning to esti-
mate the APSF via a kernel estimation network to enable the
injection of this physical prior into our network as guidance.

3.2 Nighttime Imaging With Light Sources

In this section, we refer to existing physical models from
neighboring domains to design our nighttime imaging with
near-field light sources. In bad weather, the light source con-
tributes to two light components, one is the light reflected
from the target through particle attenuation, and the other
is the atmospheric light formed by the scattering of ambient
light in the infinite distance, in correspondence to the direct
transmission D(z, A) and atmospheric light A(x, ) in the at-
mospheric scattering model, with  and )\ representing the
position of the pixel in the image and the wavelength of light:

I(x,A) = D(z,\) + Az, \)
— BN R(g, \) + Lo (1 _ efémd(z)) )
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Figure 5: Overall framework of the proposed method, consisting mainly of a glow suppression module LBDN and an enhancement module
REM. With random noises as inputs, the LBDN separates the multiple scattering map G and the direct transmission D by encoder-decoder
with the guidance of the priors M and APSF. Then D is subsequently fed into the REM for light correction.

where I(x,\) is the degraded image captured by a camera
and R(z, A) denotes the ideal image to restore; Lo, represents

the value of atmospheric light at infinity; and t = e~ #(M)d(®)
represents the transfer function with the physical meaning re-
ferring to the proportion of light, which reaches the image
plane via attenuation light through atmosphere particles.

While in the inference of our model upon Eq. 3, the fol-
lowing three items were sequentially reconsidered:

1) Atmospheric light: Contrary to the atmospheric scat-
tering model aiming at imaging bad weather, we serve for
the LLIE task, whose target scene is a clear night. As the
nighttime atmospheric light value L, and the total scattering

coefficient /3 (A) in a clear night both converge to zero, the at-
mospheric light A(z, A) in our model can be safely ignored.

2) Multi-scattering: Since D(x, \) is the direct transmis-
sion after removing the scattered flux of all incident energy,
excluding the glow formed by scattering, which is of our con-
cern. For that, we additionally consider the prevalence of
active light sources at night and represent the result of their
multiple scattering as G(x, \) addition to the model, with its
modeling equivalent to Eq. 2.

3) Direct transmission: Inspired by Retinex theory [Job-
son et al., 1997], our transmission map D reaching the ob-
server can be decomposed into an illumination map L and
an illumination-independent reflectance 2. Such decomposi-
tion helps to subsequently correct the illumination conditions
individually for better visibility.

Adapting Eq. 3 to the above derivation, our final nighttime
imaging model NIM-NLS can be expressed as:

I(x,\)=D(x,\)+A(z,\) +G(z, \)
=D(z,\)+0+G(z, ) (€]
=R x L+P ® APSF,

where P is the light source map indicating the positional in-
formation perceived from light sources in glow.

Our physical imaging model, NIM-NLS, describes the ac-
tual generation of nighttime glows without any assumptions
or restrictions on the intensity, and in which APSF is proven
capable of modeling the scattering of arbitrarily shaped light
sources, effectively addressing the two challenges of real-
world glows (Fig. 6).

4 Network

To solve for NIM-NLS, we propose a network (Fig. 5) incor-
porating a Light-aware Blind Deconvolution Net (LBDN) and
a Retinex-based Enhancement Module (REM), with the for-
mer aiming to obtain the glow-free D, and the latter to restore
the low-light D for an enhanced one.

4.1 Light-aware Blind Deconvolution Net

On the basis of the Maximum a Posterior (MAP), our objec-
tive can be reformulated for deep learning from Eq. 4 as:
(d,p,apsf)= argmin |[P@ APSF+D-I|?
(d,p,apsf)
+Ap(D) + 7¢(P) + wp(APSF), (5)
OgdlglaOS Dj S 1aap5f2207
Zzapsfz :17Vi7ja 2,

where | P ® APSF + D —1I||? is the fidelity term, and ¢(D),
©(P), p(APSF) are three regularization terms, correspond-
ing to constraint the generation D, P, and the APSF, with the
relevant functions specified in Loss Function. A, 7, and w are
regularization parameters.

The task of estimating the blur kernel and solving for
the sharp image is commonly known as blind deconvolu-
tion [Shan et al., 2008; Almeida and Almeida, 2009]. Un-
like existing global blind deconvolution models, our model
should first decompose the light source P locally present in 1
and then simulate the glow with the APSF obtained from the
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Figure 6: Glow suppression results from our LBDN on (a) our self-collected images suffering from different types of glow effects, and (b)
night-time traffic scenes on the light-effects dataset [Sharma and Tan, 2021]. Zoom in to see details.

kernel estimation network. Hence, we design a Light-aware
Blind Deconvolution Net (LBDN) to reach achieve Eq. 5, mo-
tivated by Double-DIP [Gandelsman et al., 2019] decompos-
ing of a complex image into two or more simple layers. In
this case, two DIP generators [Ulyanov et al., 2018] are ap-
plied for the light source map P and the direct transmission
map D from random noise. Besides, we additionally intro-
duce two priors. One is a mask M, that marks the shape
and location of the light source. The mask derived by setting
an illumination threshold of a certain intensity constrains the
generation of D and P. The other prior is the APSF, acquired
via iterative convolution n times with the blur kernel £ from
the blur kernel estimation net. It guides the simulation of the
multi-scattering map G. Since DIP is suitable for capturing
statistical information from natural images while limited in
estimating blur kernel priors [Ren et al., 2020], we generate
the kernel via a simpler full-connected net (FCN).

4.2 Retinex-based Enhancement Module

The Retinex model has been proven valid throughout exten-
sive previous LLIE works [Zhu et al., 2020a; Zhang et al.,
2020b; Liu et al., 2021; Wu et al., 2022]. In the Retinex-
based Enhancement Module (REM), we decompose the di-
rect transmission map D reaching the observer into reflection
R and illumination L according to Retinex theory. R is al-
ways constant under different illumination conditions, so we
correct the illumination by gamma transformation for better
visibility. In particular, our REM and LBDN are co-related
in that they maintain a consistent zero-shot learning approach
without any pre-training, which is achieved through a series
of non-reference loss functions.

4.3 Loss Function

Our total loss function consists of the generation constraint
and the enhancement constraint. The former guides the gen-
eration of individual layers in the decomposition, and the lat-
ter ensures the illumination recovery of the final output.

Generation constraints. Decomposition loss Lp.. mea-
sures the absolute difference between the recomposition of
the different layers obtained from Eq. 4 and the input image
by constraining the sum of the decomposition layers to fit all
the information in the original image as closely as possible.

Lpec(I', 1) =D+ G —1||;. (6)
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In addition, we use the generation loss L., [Gandelsman
et al., 2019] to guide the construction of P and D, with the
light source spatial location mask M serving as prior infor-
mation for the location of light sources.

Enhancement constrains. In REM, the Retinex loss Ly
shows the absolute difference between the recomposed D’
from REM and the output D from LBDN. Since the max-
imum channel of the reflectance coincides with that of the
original image, we add this constraint to separate the re-
flectance.

Lr(R,L,D)=||RXL—D||1+||Fe(D, x)—F.(R, z)||1,
F.(I,z) = max I°(x). Q)
ce{R,G,B}

To ensure that the texture of R is clear, we also introduce
the texture enhancement loss Lr.,, in [Zhu et al., 2020a] to
strengthen the smoothness of L.

We multiply each non-reference loss with its respective
weight, where the weights of generation constraints are 1.0,
while enhancement losses’ are set to 0.5.

5 Experiment
5.1 Experimental Settings

Implementation details. Our implementation is done with
PyTorch on an NVIDIA GeForce RTX 3060 GPU. Since our
model is based on zero-shot learning, which trains and tests
each individual input to obtain the specific glow-free result,
pre-training is not required.

Datasets. We test on two groups of real-world datasets. The
light-effects dataset [Sharma and Tan, 2021] contains 500 im-
ages with multiple light colors in various scenes. Besides, we
take 30 images with glow in different shapes and uniform in-
tensity with Huawei Note 20 and Redmi Note 10 Pro.

5.2 Comparison on Glow Suppression

We show the effective suppression of a wide variety of glows
in Fig. 6. Our method performs excellent suppression when
confronted with glows from different scenes, such as street-
lights and headlights with a very wide luminous area, fire-
works with dense and unevenly distributed light points, and
billboards with irregular shapes.
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Figure 7: Some examples of visual comparisons on the light-effects dataset [Sharma and Tan, 2021]. Our LBDN achieves the most visually
significant glow suppression, and REM further reinforces the visibility with appropriate luminance adjustments.

Gray scale
255

Figure 8: Some examples suffering from the glow and their corre-
sponding heat maps. Dark areas and distinct color borders of the
glow in the heat map show non-smooth intensity variations.

To further show the superiority of the proposed method in
improving nighttime visibility, we compared it with two ex-
isting glow suppression methods, UNIE [Jin ef al., 2022] and
Sharmal[Sharma and Tan, 2021]. As there is minimal work
on glow suppression, supplementary consider three nighttime
dehazing methods, including 3R [Zhang er al., 2020a], NHR
[Li et al., 2015] and DCP [He et al., 2010]. The subjective re-
sults are in Fig. 7. Our method provides effective suppression
in regions of uneven intensity or high frequencies in the glow,
as evidenced by the zoomed-in local glow zone in Fig. 8 to-
gether with the heat maps (more visual results can be seen in
the supplementary material). In Table. 1, two metrics from
dehazing are borrowed to test the clarity of glow patches in
each image. The metrics e and r [Hautiere er al., 2008] in-
dicate, respectively, the ratio of new visible edges and the
percentage of saturated pixels produced. For the reconstruc-
tion quality of the whole image, we believe a user study is
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Method Local Glow |Global Image
et r1 | User Study 1
3R [Zhang et al., 2020a] 0.0632 1.2121 3.4386
ND NHR [Li et al., 2015] 0.1148 1.7988 3.3810
DCP [He et al., 2010] 0.0313 1.0567 2.8095
UNIE [in ez al., 2022] 0.0520 1.5400 3.8572
GR Sharma [Sharma and Tan, 2021] [0.0024 1.4876 2.5238
Our LBDN 0.1516 1.0071 5.9048
Our REM 0.1743 1.7540 6.0952

Table 1: Objective evaluation of representative nighttime dehazing
methods (ND) and all existing glow removal methods (GR) on the
light-effects dataset [Sharma and Tan, 2021]. Red and blue are the
best and second best results respectively.

highly recommended, given the lack of recognized objective
metrics for glow suppression. Therefore, 20 participants were
involved in ranking these methods based on 1) glow suppres-
sion effectiveness, 2) visibility, and 3) the presence of color
bias and artifacts, with 1 to 7 in order of worst and best.

5.3 Low-light Image Enhancement

Our initial aim in suppressing glow effects is to address the
problem of further spread of glow in LLIE resulting in sharp-
ness degradation or even color cast and artifacts. To vali-
date our scalability, we combine the existing SOTA methods
in LLIE to compare the performance before and after using
our LBDN. The chosen methods includes KinD [Zhang e al.,
2019b], Zero-DCE [Li et al., 2022], EnlightenGan [Jiang et
al., 2021] and Bread [Guo and Hu, 2023]. The subjective
and objective results on the light-effects dataset [Sharma and
Tan, 2021] are presented in Fig. 9 and Table. 2 respectively,
indicating that our LBDN significantly moderates the loss of
information caused by further diffusion of glow during en-
hancement, as can be seen from the license plate in the first
set of images and the ground in the second set. More display
results can be found in the supplementary material.
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Figure 9: Two groups of comparison between enhancement results w/o and w/ glow suppression. The first row of each set shows the
nighttime image affected by glows and the enhanced outputs with SOTA methods in LLIE. And the second row presents the glow-free image

from the proposed LBDN and the corresponding later enhanced results.

ﬂ

w/oAPG  w/oLMP w/o Lres

Figure 10: Ablation results of the light mask prior LMP, APSF prior
generator APG and convolution number n to simulate glow. In our
model, n is set to 3.

5.4 Ablation Study

In this section, we demonstrate the effectiveness of some
modules and parameters of the proposed method through ab-
lation experiments. The subjective results and corresponding
objective indicators are shown in Fig. 10 and Table 3.

Iterative convolutions for APSF. To fit the APSF, we ap-
proximated the optimal solution by iterative convolutions,
considering that the size of the convolution kernel limits the
range of the simulated glow, whereby the number of iterations
is represented by the parameter n. Although the objective in-
dex is not optimal when n is taken as n = 3, we believe that
the glow suppression and overall visibility improvement are
better when combined with the visual outcome.

APSF prior generator (APG). Our APSF prior generator
serves as the core for glow suppression with direct decisions
on the generation of D and G. When removing the APM, we
degrade the model to the basic Double-dip, which targets the
light sources instead of irregular glow and offers almost no
effect on glow suppression.

Light mask prior (LMP). Since glows are present locally
in the image, we perform light source segmentation by a light
mask prior (LMP) before blind deconvolution. As shown in
Fig. 10, without LMP, the light source cannot be located ac-
curately and thus the removal of the glow is very limited.

Loss function. The key parameter M, (LMP) in genera-
tion losses has already been discussed, and the importance of
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Direct LLIE Combined with our LBDN
Bread Enlighten DCE  KinD | Bread Enlighten DCE KinD
CEIQ 1]3.0434 33059 3.0861 3.0162 |3.2039 3.4003 3.3102 3.2940
et 10.0836 -0.1259 -0.1244 -0.1479|0.2304 0.1976 0.1753 0.1332
rt | 1.5709 1.5213 1.5258 1.5511 [2.1696 2.3502 2.6556 2.5241

Method

Table 2: Objective evaluation on the impact of our LBDN on LLIE
performance. With our LBDN as a pre-module to eliminate glow,
all indicators have improved.

The value of n w/o

APG LMP  Lype, F.
el ]0.3486 0.3523 0.3872 0.4324|-0.7115 0.2461 0.4652 0.4456|0.4334
rt 21281 2.0504 2.1712 2.1954| 1.0247 1.8514 3.1869 1.0586|2.0562

Module Ours

n=1 n=2 n=4 n=>5

Table 3: The scores of the ablation results on the objective metrics e
and r , with higher scores indicating better visibility.

composition losses is apparent since their removal will lead
to the lack of principle for decomposition. Hence, we only
focus on the ablation of Ly, and F.(I,z) here. Removing
L., makes the decomposed illumination map patchy, result-
ing in unnatural artifacts in the output. While the absence
of F.(I, z) invalidates the decomposition of the illumination
map for proper light correction.

6 Conclusion

To remove irregular glows for nighttime visibility enhance-
ment, we propose a novel approach for the first time view-
ing the glow suppression task as the learning of glow genera-
tion. We formulate a nighttime imaging model with near-field
light sources, NIM-NLS, in which the APSF was first intro-
duced into deep learning to learn the glow term. To fit this
physical model, we accordingly design a light-aware blind
deconvolution model LBDN and a subsequent Retinex-based
enhancement network REM. The multi-scattering map can
be estimated with the light source spatial location mask and
the learned APSF as priors. Later in REM, the illumination
of the clear transmission map is adjusted for better visibil-
ity. The proposed method does not rely on any paired or un-
paired data, even without pre-training, and we demonstrated
the method’s effectiveness in extensive experiments.



Proceedings of the Thirty-Second International Joint Conference on Artificial Intelligence (IJCAI-23)

Acknowledgments

This work was supported by the Natural Science Foundation
of China (62202347) and the Natural Science Foundation of
Hubei Province (2022CFB578).

References

[Almeida and Almeida, 2009] Mariana SC Almeida and
Luis B Almeida. Blind and semi-blind deblurring of nat-
ural images. [EEE Transactions on Image Processing,
19(1):36-52, 2009.

[Chandrasekhar, 2013] Subrahmanyan Chandrasekhar, edi-
tor. Radiative transfer. Courier Corporation, 2013.

[Chen et al., 2018] Chen Chen, Qifeng Chen, Jia Xu, and
Vladlen Koltun. Learning to see in the dark. In Proceed-
ings of the IEEE Conference on Computer Vision and Pat-
tern Recognition, pages 3291-3300, 2018.

[Feng et al., 2021] Ruicheng Feng, Chongyi Li, Huaijin
Chen, Shuai Li, Chen Change Loy, and Jinwei Gu. Re-
moving diffraction image artifacts in under-display cam-
era via dynamic skip connection network. In Proceedings
of the IEEE Conference on Computer Vision and Pattern
Recognition, pages 662—671, 2021.

[Gandelsman et al., 2019] Yosef  Gandelsman, Assaf
Shocher, and Michal Irani. ” double-dip”: Unsupervised
image decomposition via coupled deep-image-priors. In
Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, pages 11026-11035, 2019.

[Guo and Hu, 2023] Xiaojie Guo and Qiming Hu. Low-light
image enhancement via breaking down the darkness. In-
ternational Journal of Computer Vision, 131(1):48-66,
2023.

[Hai et al., 2023] Jiang Hai, Zhu Xuan, Ren Yang, Yutong
Hao, Fengzhu Zou, Fang Lin, and Songchen Han. R2rnet:
Low-light image enhancement via real-low to real-normal
network. Journal of Visual Communication and Image
Representation, 90:103712, 2023.

[Hautiere er al., 2008] Nicolas Hautiere,  Jean-Philippe
Tarel, Didier Aubert, and Eric Dumont. Blind contrast
enhancement assessment by gradient ratioing at visible
edges. Image Analysis & Stereology, 27(2):87-95, 2008.

[He et al., 2010] Kaiming He, Jian Sun, and Xiaoou Tang.
Single image haze removal using dark channel prior. [EEE
Transactions on Pattern Analysis and Machine Intelli-
gence, 33(12):2341-2353, 2010.

[Ishimaru, 1978] Akira Ishimaru. Wave propagation and
scattering in random media, volume 2. Academic press
New York, 1978.

[Jiang er al., 2021] Yifan Jiang, Xinyu Gong, Ding Liu,
Yu Cheng, Chen Fang, Xiaohui Shen, Jianchao Yang, Pan
Zhou, and Zhangyang Wang. Enlightengan: Deep light en-
hancement without paired supervision. /[EEE Transactions
on Image Processing, 30:2340-2349, 2021.

[Jin et al., 2022] Yeying Jin, Wenhan Yang, and Robby T
Tan. Unsupervised night image enhancement: When layer

1540

decomposition meets light-effects suppression. In Eu-
ropean Conference on Computer Vision, pages 404-421.
Springer, 2022.

[Jobson et al., 1997] Daniel J Jobson, Zia-ur Rahman, and
Glenn A Woodell. A multiscale retinex for bridging
the gap between color images and the human observa-

tion of scenes. IEEE Transactions on Image Processing,
6(7):965-976, 1997.

[Levin and Weiss, 2007] Anat Levin and Yair Weiss. User
assisted separation of reflections from a single image using
a sparsity prior. IEEE Transactions on Pattern Analysis
and Machine Intelligence, 29(9):1647-1654, 2007.

[Li et al., 2015] Yu Li, Robby T Tan, and Michael S Brown.
Nighttime haze removal with glow and multiple light col-
ors. In Proceedings of the IEEE International Conference
on Computer Vision, pages 226-234, 2015.

[Li et al., 2022] Chongyi Li, Chunle Guo, and Change Loy
Chen. Learning to enhance low-light image via zero-
reference deep curve estimation. [EEE Transactions on
Pattern Analysis and Machine Intelligence, 44(8):4225—
4238, 2022.

[Liu e al., 2021] Risheng Liu, Long Ma, Jiaao Zhang, Xin
Fan, and Zhongxuan Luo. Retinex-inspired unrolling with
cooperative prior architecture search for low-light image
enhancement. In Proceedings of the IEEE/CVF Confer-
ence on Computer Vision and Pattern Recognition, pages
10561-10570, 2021.

[Narasimhan and Nayar, 2003] Srinivasa G Narasimhan and
Shree K Nayar. Shedding light on the weather. In Pro-
ceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pages 665-672. IEEE, 2003.

[Park et al., 2016] Dubok Park, David K Han, and Hanseok
Ko. Nighttime image dehazing with local atmospheric
light and weighted entropy. In IEEE International Confer-
ence on Image Processing, pages 2261-2265. IEEE, 2016.

[Ren et al., 2020] Dongwei Ren, Kai Zhang, Qilong Wang,
Qinghua Hu, and Wangmeng Zuo. Neural blind decon-
volution using deep priors. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition,
pages 3341-3350, 2020.

[Shan et al., 2008] Qi Shan, Jiaya Jia, and Aseem Agarwala.
High-quality motion deblurring from a single image. Acm
Transactions on Graphics, 27(3):1-10, 2008.

[Sharma and Tan, 2021] Aashish Sharma and Robby T Tan.
Nighttime visibility enhancement by increasing the dy-
namic range and suppression of light effects. In Proceed-
ings of the IEEE Conference on Computer Vision and Pat-
tern Recognition, pages 11977-11986, 2021.

[Ulyanov er al., 2018] Dmitry Ulyanov, Andrea Vedaldi, and
Victor Lempitsky. Deep image prior. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recog-
nition, pages 9446-9454, 2018.

[Wang et al., 2020] Li-Wen Wang, Zhi-Song Liu, Wan-Chi
Siu, and Daniel PK Lun. Lightening network for low-light



Proceedings of the Thirty-Second International Joint Conference on Artificial Intelligence (IJCAI-23)

image enhancement. [EEE Transactions on Image Pro-
cessing, 29:7984-7996, 2020.

[Wei et al., 2020] Kaixuan Wei, Ying Fu, Jiaolong Yang, and
Hua Huang. A physics-based noise formation model for
extreme low-light raw denoising. In Proceedings of the
IEEFE Conference on Computer Vision and Pattern Recog-
nition, pages 2758-2767, 2020.

[Wu et al., 2018] Huikai Wu, Shuai Zheng, Junge Zhang,
and Kaiqi Huang. Fast end-to-end trainable guided filter.
In Proceedings of the IEEE Conference on Computer Vi-
sion and Pattern Recognition, pages 1838—1847, 2018.

[Wu et al., 2022] Wenhui Wu, Jian Weng, Pingping Zhang,
Xu Wang, Wenhan Yang, and Jianmin Jiang. Uretinex-net:
Retinex-based deep unfolding network for low-light image
enhancement. In Proceedings of the IEEE/CVF Confer-
ence on Computer Vision and Pattern Recognition, pages
5901-5910, 2022.

[Yang er al.,2018] Minmin Yang, Jianchang Liu, and
Zhengguo Li. Superpixel-based single nighttime im-
age haze removal. [EEE Transactions on Multimedia,
20(11):3008-3018, 2018.

[Yang er al., 2021] Wenhan Yang, Wenjing Wang, Haofeng
Huang, Shiqi Wang, and Jiaying Liu. Sparse gradient reg-
ularized deep retinex network for robust low-light image
enhancement. [EEE Transactions on Image Processing,
30:2072-2086, 2021.

[Zhang ef al., 2018] Xuaner Zhang, Ren Ng, and Qifeng
Chen. Single image reflection separation with perceptual
losses. In Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition, pages 4786—4794,
2018.

[Zhang er al., 2019a] Lin Zhang, Lijun Zhang, Xiao Liu,
Ying Shen, Shaoming Zhang, and Shengjie Zhao. Zero-
shot restoration of back-lit images using deep internal
learning. In Proceedings of the ACM International Con-
ference on Multimedia, pages 1623-1631, 2019.

[Zhang ef al., 2019b] Yonghua Zhang, Jiawan Zhang, and
Xiaojie Guo. Kindling the darkness: A practical low-light
image enhancer. In Proceedings of the ACM International
Conference on Multimedia, pages 1632—1640, 2019.

[Zhang et al., 2020a] Jing Zhang, Yang Cao, Zheng-Jun Zha,
and Dacheng Tao. Nighttime dehazing with a synthetic
benchmark. In Proceedings of the ACM International Con-
ference on Multimedia, pages 2355-2363, 2020.

[Zhang er al., 2020b] Yu Zhang, Xiaoguang Di, Bin Zhang,
and Chunhui Wang. Self-supervised image enhancement
network: Training with low light images only. arXiv
preprint arXiv:2002.11300, 2020.

[Zhang et al., 2021] Yonghua Zhang, Xiaojie Guo, Jiayi Ma,
Wei Liu, and Jiawan Zhang. Beyond brightening low-
light images. [International Journal of Computer Vision,
129(4):1013-1037, 2021.

[Zhou and Susstrunk, 2019] Ruofan Zhou and Sabine
Susstrunk.  Kernel modeling super-resolution on real
low-resolution images. In Proceedings of the IEEE/CVF

1541

International Conference on Computer Vision, pages
2433-2443, 2019.

[Zhu et al., 2020a]l Angi Zhu, Lin Zhang, Ying Shen, Yong
Ma, Shengjie Zhao, and Yicong Zhou. Zero-shot restora-
tion of underexposed images via robust retinex decompo-
sition. In IEEE International Conference on Multimedia
and Expo, pages 1-6, 2020.

[Zhu ef al., 2020b] Minfeng Zhu, Pingbo Pan, Wei Chen,
and Yi Yang. Eemefn: Low-light image enhancement via
edge-enhanced multi-exposure fusion network. In Pro-
ceedings of the AAAI Conference on Artificial Intelligence,
volume 34, pages 13106-13113, 2020.



	Introduction
	Related Work
	Low-light Image Enhancement
	Glow Suppression

	Physical Model
	APSF-based Physical Glow Formation
	Nighttime Imaging With Light Sources

	Network
	Light-aware Blind Deconvolution Net
	Retinex-based Enhancement Module
	Loss Function

	Experiment
	Experimental Settings
	Comparison on Glow Suppression
	Low-light Image Enhancement
	Ablation Study

	Conclusion

