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Abstract

Scene text recognition (STR) has attracted much
attention due to its broad applications. The pre-
vious works pay more attention to dealing with
the recognition of Latin text images with com-
plex backgrounds by introducing language models
or other auxiliary networks. Different from Latin
texts, many vertical Chinese texts exist in natural
scenes, which brings difficulties to current state-of-
the-art STR methods. In this paper, we take the
first attempt to extract orientation-independent vi-
sual features by disentangling content and orienta-
tion information of text images, thus recognizing
both horizontal and vertical texts robustly in nat-
ural scenes. Specifically, we introduce a Charac-
ter Image Reconstruction Network (CIRN) to re-
cover corresponding printed character images with
disentangled content and orientation information.
We conduct experiments on a scene dataset for
benchmarking Chinese text recognition, and the re-
sults demonstrate that the proposed method can in-
deed improve performance through disentangling
content and orientation information. To further
validate the effectiveness of our method, we ad-
ditionally collect a Vertical Chinese Text Recog-
nition (VCTR) dataset. The experimental results
show that the proposed method achieves 45.63%
improvement on VCTR when introducing CIRN to
the baseline model.

1 Introduction

Scene text recognition (STR) has received much attention in
the field of computer vision due to its broad range of appli-
cations, such as traffic sign recognition [Sermanet and Le-
Cun, 2011] and text image retrieval [Wang et al., 2019]. It
aims to transcribe texts from natural images into sequences
of digital characters. Reading texts from natural images faces
many difficulties, e.g., text distortion, partial occlusion, and
complex backgrounds. Different from Latin text recognition,
Chinese text recognition poses additional challenges, such as
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(b) Chinese texts in scene images

Figure 1: In street-view images, most English texts are horizontal;
in contrast, vertical Chinese texts are commonly-seen as well.

commonly-seen vertical texts and complicated sequential pat-
terns [Chen et al., 2021c]. These unique features make Chi-
nese text recognition a challenging task.

Compared with Latin texts, Chinese texts are more likely
to appear in the vertical orientation due to the commonly-
used traditional couplets or signboards in natural scenes (as
shown in Figure 1(b)). On the contrary, there are few vertical
Latin texts due to different inherent reading habits (as shown
in Figure 1(a)). Most of the early methods [Yin et al., 2017,
Liu et al., 2018; Shi et al., 2016] are specially designed for
Latin text recognition, and limited to horizontal texts. Thus,
they can hardly handle text instances with various shapes
such as curved and vertical texts, leading to a serious im-
pact on recognizing Chinese texts in scene images. To tackle
curved texts, some methods [Shi et al., 2018; Li et al., 2019]
introduce a rectification network [Jaderberg er al., 2015] to
straighten irregular text instances or rely on the 2D attention
mechanism to locate each character. In addition, researchers
have tried to introduce linguistic knowledge and corpora to
improve the performance on curved texts [Fang et al., 2021;
Yu et al., 2020]. However, these methods are still inefficient
for vertical text recognition since the layout of vertical texts
is completely different from horizontal or curved texts. Some
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Chinese character recognition methods [Wu et al., 2019] have
attempted to improve the robustness of models for rotated
characters, but they cannot be directly applied to text line
recognition. On the whole, existing scene text recognition
methods still have difficulties in dealing with vertical Chinese
texts. Thus, developing a network to learn visual features that
are independent of text orientation is crucial for recognizing
vertical Chinese texts.

We observe that visual features contain not only the con-
tent information that determines character predictions but
also text orientation information. Therefore, in this paper,
we try to disentangle the content and orientation information
from the visual features to obtain orientation-independent
features for accurate recognition of vertical Chinese texts.
The proposed method consists of a customized ResNet [He
et al., 2016] encoder, a transformer-based decoder [Vaswani
et al., 2017], and a character image reconstruction network.
By making modifications to ResNet, the encoder captures
more details and preserves more visual features. The char-
acter image reconstruction network contains a content infor-
mation extractor, an orientation information extractor, and
a reconstruction module. The content information extrac-
tor is used to obtain content information from visual fea-
tures, and the orientation information extractor disentangles
orientation information. We decouple the content and orien-
tation information of horizontal and rotated vertical charac-
ters and exchange their orientation information to reconstruct
corresponding printed character images. Finally, we use a
transformer-based decoder to capture the semantic dependen-
cies between characters to generate final predictions.

To benchmark the performance of existing state-of-the-art
methods in vertical Chinese text recognition, we collect a ver-
tical Chinese text recognition (VCTR) dataset from Poster-
Erase [Jiang et al., 2022]. The experimental results show
that our method outperforms existing STR models by a large
margin on VCTR. In addition, we achieve better results on
a generic Chinese text recognition dataset. The code of our
method and VCTR dataset are available at GitHub'. The con-
tributions of this paper can be summarized as follows:

* We collect a Vertical Chinese Text Recognition (VCTR)
dataset to benchmark the performance of vertical Chi-
nese text recognition since vertical texts are the key issue
affecting Chinese scene text recognition.

We take the first attempt to disentangle the content and
orientation information from visual features with a char-
acter image reconstruction network, which can eliminate
the disturbance of text orientation.

The proposed method significantly outperforms the ex-
isting methods on vertical Chinese text recognition and
also achieves new state-of-the-art results on a Chinese
scene text recognition dataset.

2 Related Work

Scene text recognition (STR) has been a long-standing re-
search topic in computer vision. Early works in this field

"https://github.com/FudanVI/FudanOCR/orientation-
independent-CTR
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focus on utilizing low-level features such as histograms of
oriented gradient descriptors [Wang et al., 2011], connected
components [Neumann and Matas, 2012], and so on. With the
rapid development of deep learning, STR research has made
significant progress in the last few years. Based on their lin-
guistic categories, we divide them into two categories: Latin
text recognition and Chinese text recognition.

2.1 Latin Text Recognition

Latin scene text recognition can be divided into two cate-
gories: regular and irregular text recognition. The sequence-
to-sequence models based on the CTC loss [Graves et al.,
2006; Shi ef al., 2016] and attention mechanism [Cheng et
al., 2017] have made great progress in regular text recogni-
tion. However, these methods struggle to handle curved or
rotated texts. For irregular texts, previous methods [Zhan and
Lu, 2019; Yang et al., 2019; Shi et al., 2018] tend to integrate
a spatial transformer module into an attention-based frame-
work to rectify the curved text images to the horizontal form,
but the predefined transformation space limits their general-
ization capabilities. The segmentation-based methods [Liao
et al.,2019; Wan et al., 2020] first detect characters and then
integrate characters into text predictions. Some recently pro-
posed approaches attempt to use linguistic rules to aid the
recognition process, showing strong performance on irregu-
lar text recognition. For example, ABINet [Fang e al., 2021]
and VisionLAN [Wang et al., 2021] develop a specific mod-
ule to integrate language information into text recognition.
The aforementioned approaches are all specially designed
for Latin text recognition, and cannot work well when fac-
ing Chinese text recognition due to the large alphabet and
commonly-seen vertical texts.

2.2 Chinese Text Recognition

Due to complex inner structures of Chinese characters, some
methods [Yu er al., 2022; Zu er al., 2022] are proposed
to recognize Chinese characters. DenseRAN [Wang et al.,
2018] treats a Chinese character as a composition of two-
dimensional structures and radicals. Based on DenseRAN,
STN-DenseRAN [Wu et al., 2019] further employs a rectifi-
cation block to handle distorted character images. HDE [Cao
et al., 2020] designs a unique embedding vector for each
Chinese character according to its radical-level constitution.
In [Chen et al., 2021b], characters are decomposed into a
combination of five strokes in Chinese, and the predicted
stroke sequence is transformed to a specific character through
a matching-based strategy. Recently, some works [Chen et
al., 2021c¢; Su et al., 2023] focus on Chinese text recogni-
tion (CTR). For instance, the authors of [Chen et al., 2021c]
proposed a benchmark for CTR and introduced radical-level
supervision to improve the performance of text recogni-
tion models on CTR. SVTR [Du et al., 2022] proposes a
transformer-based framework, utilizing global mixing and lo-
cal mixing to perceive the inter-character and intra-character
patterns, respectively. It performs well on the Chinese scene
dataset. However, these approaches mainly focus on Chinese
character or horizontal text recognition, while ignoring the
commonly-seen vertical texts.
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Figure 2: The overall architecture of the proposed method. It consists of a ResNet-based encoder, a transformer-based decoder, and a character
image reconstruction network. The data flow of horizontal and vertical text images is in orange and red lines, respectively. The blue box
represents the character image reconstruction network; the grey boxes represent the transformer-based decoder.

3 Methodology

In this section, we first review the commonly-used encoder-
decoder framework in scene text recognition. Then, we ana-
lyze the information contained in extracted visual features by
the encoder. Finally, we introduce the details of each module
in the proposed architecture.

3.1 Generic Framework

In the past few years, researchers tend to adopt the encoder-
decoder framework to solve the text recognition task. Gener-
ally, a ResNet-based backbone [He er al., 2016] is employed
as the encoder to extract visual features F. Subsequently,
the features F are fed into designed decoders, such as the
attention-based decoder [Li et al., 2019] and the transformer-
based decoder [Vaswani et al., 2017]. Both of these decoders
are composed of two modules: the attention module and the
prediction module. At the ¢-th time step, the attention module
calculates the glimpse vector g, as follows:

g =Y alfy ey
j

where f;; represents the feature vector at the position (¢, )
of F and af; is the attention weight of f;; at the ¢-th time
step. Finally, the glimpse vector g; is taken as the input of
the prediction module to predict the corresponding character
or the end token (EOS):

vt = Softmax(Wg; + b) )
where W and b represent the linear transformation and the
bias of the prediction module, respectively.

3.2 Visual Features Dissection

The existing methods, which are mostly designed for tackling
Latin text recognition, rarely consider the problem of verti-
cal text recognition. In contrast, vertical Chinese texts are

commonly-seen in natural scenes, as shown in Figure 1. To
recognize vertical and horizontal texts simultaneously, some
researchers [Li et al., 2019] proposed to rotate those images
with height larger than width by 90 degrees anticlockwise and
then feed them into recognition models. The experimental
results demonstrate that this strategy can indeed improve the
performance on vertical text images. However, this strategy
will make recognizers confused to a certain degree since rec-
ognizers are forced to classify completely different visual fea-
tures (i.e., the visual features of horizontal and rotated vertical
characters) into the same character. Through experiments, we
observe that when a small proportion of vertical text images
are included in the training set, the performance of recog-
nizers will descend when this strategy is used at the training
stage.

Based on the above observation, we speculate that the ex-
tracted visual features contain not only content information
but also orientation information of characters. To verify the
conjecture about orientation information, we calculate the
similarity S, between the visual features of two different text
images with the same orientation and the similarity S, be-
tween two text images with different orientations but with the
same characters. We observe that .S, tends to be larger than
S, implying that the visual features indeed contain the orien-
tation information. Therefore, in this paper, we try to develop
a character image reconstruction network to disentangle the
orientation-independent content information from the visual
features, which will make the recognizer more robust to ver-
tical text images.

3.3 Proposed Method

Overview. As depicted above, we observe that the extracted
visual features contain not only the content information,
which determines the character prediction, but also the ori-
entation information, which is useless for final predictions.

1669



Proceedings of the Thirty-Second International Joint Conference on Artificial Intelligence (IJCAI-23)

Thus, we attempt to disentangle the content and orientation
information from the extracted visual features. As shown in
Figure 2, we take TransOCR [Chen et al., 2021c] as the base-
line model, which consists of a ResNet-based encoder and a
transformer-based decoder. In this paper, we additionally de-
velop a Character Image Reconstruction Network (CIRN). In
the following, we introduce the details of our method.

ResNet-based Encoder. Given the input text image X, the
ResNet-based encoder is employed to extract its visual fea-

tures F € R¥X5%C (H and W represent the height and
width of the input image X, respectively). We adopt ResNet-
34 as the main body of the encoder and modify some layers
in the original ResNet-34. First, we replace the 7 x 7 ker-
nel of the first convolution layer with a 3 x 3 kernel since
the smaller kernel can capture more local details for recog-
nizing text images. In addition, we drop the last convolution
block to reduce the number of parameters in the encoder and
improve the efficiency of feature extraction. Finally, we re-
move the max pooling layer of the third convolution block in
ResNet-34 to reserve more visual features for the subsequent
decoder. Although the max pooling layer can make the model
have rotation invariance to some extent [Laptev et al., 2016],
the loss of visual information outweighs the gains of rotation
invariance.

Transformer-based Decoder. As shown in Figure 2, the
transformer-based decoder consists of three modules: the
masked multi-head attention module, the multi-head attention
module and the feed forward module. The masked multi-head
attention module, taking the right-shifted ground truth ¢, as
input, is to capture the semantic dependence between char-
acters. Then, the multi-head attention module calculates the
attention weights A between the extracted visual features F
and g,.. Finally, the weighted features are input to the feed
forward module to extract deeper features, which is used to
generate the final predictions y through a linear layer.

Character Image Reconstruction Network. To disentan-
gle the content information from F and avoid the disturbance
of orientation information, we propose a Character Image Re-
construction Network (CIRN). Specifically, we first obtain
the visual features F'. of each character in the text image by a
position-wise multiplication between F extracted by the en-
coder and the attention weights A from the transformer-based
decoder. Then, F is fed into CIRN to disentangle its content
and orientation information.

The proposed CIRN contains a content information extrac-
tor, an orientation information extractor and a reconstruction
module. The content information extractor simply adopts a
1 x 1 convolution layer rather than other complex structures
(more analysis is shown in Section 5). The orientation infor-
mation extractor additionally employs a global average pool-
ing layer after a 1 x 1 convolution layer to extract the orienta-
tion information since the orientation information should be
obtained from a global perspective. Among the sampled data
in a training batch, there are horizontal and vertical text im-
ages. Assuming that the orientation and content information
of a horizontal character a and a rotated vertical character b
are denoted as O,, Oy, C,, and C},, we exchange their orien-
tation information to reconstruct corresponding printed char-

1670

acter images. Formally, four character representations can be
obtained as follows:

H, = Fuse(C,,0,),V, = Fuse(C,, Op) 3)
Hb = Fuse(C’b, Oa)7 VE, = Fuse(Cb, Ob) (4)

where “Fuse” indicates that we concatenate the vector of ori-
entation information to each position of the content informa-
tion. Then, four character representations are fed into the re-
construction module to generate corresponding printed hori-
zontal character images H and rotated vertical character im-
ages V. Specifically, the reconstruction module simply con-
sists of 5 layers of deconvolution with the kernel size of 5 and
the stride of 2.

Loss Functions. Four loss functions are introduced to su-
pervise the proposed method:

1) Text prediction loss L, supervising the prediction of
texts in input images, is calculated by:

where “CE” represents the cross entropy loss function; y de-
notes the ground truth of predicted texts.

2) Orientation classification loss £, is used to supervise the
prediction of character orientation, which can be regarded as
a binary classification problem and be computed as follows:

L, = CE(0,0) (6)

where O and O denote the orientation prediction of charac-
ters and corresponding ground truth respectively. O can be
obtained by comparing input images’ height and width.

3) Content classification loss L., similar to £, is calcu-
lated by:

L.=CE(C,C) (7)
where C represents the character predictions through the con-
tent information, and C' denotes corresponding ground truth.

4) Character image reconstruction loss £, is employed to
constrain the reconstruction of horizontal and rotated vertical
character images, which can be formulated as:

L, =MSE(H, H) + MSE(V, V) (8)

where H and V represent the printed character images in font
Simsun corresponding to / and V.

Therefore, the overall loss function £ of the proposed
method is the weighted sum of the above four loss functions:

L=L+al,+ BLc+7L, )

where «, 3, and y are hyperparameters to balance these four
loss functions.

4 Experiments

In this section, we first introduce the details of the adopted
scene dataset in [Chen et al., 2021c] and the collected Ver-
tical Chinese Text Recognition (VCTR) dataset. Then, we
introduce the utilized evaluation methods and the implemen-
tation details of our method. Finally, we present the results of
ablation studies and experiments.
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Figure 3: Some examples of horizontal and vertical text images in
the scene dataset.
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(b) Filtered
unrecognizable examples

(a) Some examples of VCTR

Figure 4: Some examples of VCTR are shown on the left. Only ver-
tical texts are reserved for VCTR. Some unrecognizable examples
(e.g., multi-line and oblique texts) that are removed during collect-
ing VCTR are shown on the right.

4.1 Datasets

Scene dataset. The scene dataset is collected by [Chen et
al., 2021c] and derives from six existing datasets, includ-
ing RCTW [Shi et al., 2017], ReCTS [Zhang er al., 2019],
LSVT [Sun et al., 2019], ArT [Chng et al., 2019], and
CTW [Yuan et al., 2019]. This dataset contains 509,164 sam-
ples for training, 63,645 for validation, and 63,646 for test.
Some examples of this dataset are shown in Figure 3.

VCTR. To validate the effectiveness of our method in tack-
ling vertical text images, we collect a Vertical Chinese Text
Recognition (VCTR) dataset from PosterErase [Jiang er al.,
20221, which is originally proposed for the scene text erasing
task. PosterErase includes 58,114 training samples, 148 vali-
dation samples and 146 test samples. We only collect vertical
text images from the training set of PosterErase since its an-
notations contain the orientation information of cropped text
areas. We obtain the VCTR dataset through the following
steps: 1) Filter out the cropped text areas annotated as hori-
zontal ones and reserve the remaining vertical text areas; 2)
Remove those unrecognizable text areas (some examples are
shown in Figure 4(b)). 3) Annotate the reserved text areas.
Finally, we collect 5,456 samples for VCTR to verify the ef-
fectiveness of our method. Some examples of this dataset are
shown in Figure 4(a).

4.2 Evaluation Methods

We follow [Chen et al., 2021c] to utilize four rules to con-
vert the predictions and labels: 1) Convert full-width charac-
ters to half-width characters; 2) Convert traditional Chinese
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Method Rotation L. L., L. ACC /NED
TransOCR (base) 67.98/0.815
Ours v 69.54/0.836

Ours v v v 69.96 / 0.841

Ours v v v 71.53/70.850

Ours v v v 72.08/0.853

Ours (final) v v v v 73.17/0.865

Table 1: The ablation studies of our method on the validation set of
the scene dataset. All the training settings of these methods (e.g.,
the training data) are the same. The column “Rotation” denotes that
whether the rotation strategy is utilized at the training stage. L., Lo,
and L, represent whether the content classification loss, the orienta-
tion classification loss, and the character image reconstruction loss
are used for supervision, respectively.

characters to simplified characters; 3) Convert uppercase let-
ters to lowercase letters; 4) Remove all spaces. After trans-
forming the predictions and labels, two mainstream metrics
are employed to evaluate our method: Accuracy (ACC) and
Normalized Edit Distance (NED). The ACC is calculated as

follows:
N

1
ACC = — I(y; = 9; 10
¥ ; (i = i) (10)
where y; and §; denote the i-th transformed prediction and la-
bel, respectively; [V is the number of text images; I(-) denotes
the indication function. The NED is computed by:

N
1
NED =1 — N ;ED(yZ—, 9;)/maxlen(y;, J;) (11)
where “ED” and “maxlen” represent the edit distance and the
maximum sequence length, respectively.

4.3 Implementation Details

Our method is implemented with PyTorch, and all experi-
ments are conducted on an NVIDIA RTX 2080Ti GPU with
11GB memory. The AdaDelta [Zeiler, 2012] optimizer is
adopted to train our model with an initial learning rate 1.0,
and the hyperparameters p and weight decay are set to 0.9
and 10~*, respectively. The batch size is set to 64. For fair
comparison with the previous method [Chen et al., 2021c],
the input text images are resized into 32 x 256. For verti-
cal text images, we follow [Li et al., 2019] to rotate them by
90 degrees anti-clockwise. However, different from the rule
in [Li ef al., 2019] that regards the samples with height larger
than width as vertical ones, we assume that the samples with
height larger than 1.5x width are vertical text images.

4.4 Ablation Study

To disentangle the content and orientation information from
visual features, we introduce three additional loss functions
to supervise the proposed CIRN. In this section, we con-
duct ablation studies on these key loss functions and the ro-
tation strategy, and the experimental results are shown in Ta-
ble 1. All methods are trained on the training set of the scene
dataset. Through experimental results, we observe that intro-
ducing the rotation strategy and two classification losses (i.e.,
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Vertical Text Images
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Figure 5: Comparison of recognition results on the scene dataset. The vertical text images are rotated by 90 degrees anticlockwise for
convenience. The proposed method performs well on both the horizontal and vertical texts. The characters in red are wrongly predicted.
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Ous  &FHRRIF GeR T WA

Figure 6: Comparison of recognition results on VCTR. The shown
samples are rotated by 90 degrees anticlockwise.

L. and L,) can achieve 1.56% and 0.42% improvement, re-
spectively. When adding the character image reconstruction
loss L,., the content and orientation information can be better
disentangled and our method achieves the best performance.

4.5 Experimental Results

In the following experiments, our method is trained on the
training set of the scene dataset in [Chen er al., 2021c]. At
the training stage, we evaluate the performance of our method
on the validation set of the scene dataset, and reserve the op-
timal model to test on the test set. For all experiments, the
number of heads in the transformer-based decoder is set to
4. Following [Chen er al., 2021c], we select CRNN [Shi er
al., 2016], ASTER [Shi et al., 2018], MORAN [Luo er al.,
20191, SAR [Li e al., 20191, SEED [Qiao er al., 20201, and
TransOCR [Chen et al., 2021a] for comparison.
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Hyperparameter

By

ACC/NED

70.13/0.832
71.25/0.841
73.17/0.865
72.31/0.847
70.76 / 0.839
70.30/0.827
68.15/0.815

N DD = = e e
i A B N I
[V BV, BV, BV, BV, B (ST

Table 2: The experimental results of choosing appropriate hyperpa-
rameters. All results are evaluated on the validation dataset of the
scene dataset.

Choices of hyperparameters. In the overall loss function,
three hyperparameters are adopted to balance four introduced
loss functions. We conduct experiments to choose the appro-
priate hyperparameters. As shown in Table 2, when « and
B are set to 1, our method achieves relatively better perfor-
mance. A possible reason is that the content and orientation
information classification is easy to optimize in our method.
Differently, our method achieves the best performance when
v is set to 5, indicating that the character image reconstruc-
tion is crucial for disentangling the orientation and content
information.

Experiments on the scene dataset. We only conduct ex-
periments on the scene dataset in [Chen et al., 2021c] since
more vertical text images are contained in this scenario. The
experimental results shown in Table 1 demonstrate that the
rotation strategy can alleviate the recognition of vertical text
images to some extent, and achieve 1.56% improvement in
accuracy compared with the baseline model. Therefore, our
method also adopts this strategy at the training and test stage.
Through disentangling the content and orientation informa-
tion, our method surpasses the SOTA model TransOCR by
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Method Dataset

Scene VCTR
CRNN [Shi et al., 2016] 54.94/0.742  8.99/0.173
ASTER [Shi et al., 2018] 59.37/0.801 19.70/0.434
MORAN [Luo et al., 2019] 54.68/0.710 17.43/0.328
SAR [Li et al., 2019] 53.80/0.738  9.53/0.187
SEED [Qiao et al., 2020] 45.37/0.708  8.32/0.193
TransOCR [Chen et al., 2021a]  67.81/0.817 18.35/0.341
Ours 73.29/0.866 63.98/0.863

Table 3: The experimental results on the test sets of the scene dataset
and VCTR. ACC/NED follows the percentage format and decimal
format, respectively.

Structure ACC NED
Transformer Encoder 67.97 0.834
2x Transformer Encoder 61.29 0.785
1x1 Convolution (Ours)  73.17  0.865

Table 4: Comparison of different structures adopted in the content
information extractor. “2x” indicates that two transformer layers
are stacked as the structure of the content information extractor.

5.48% in accuracy, which indicates the effectiveness of our
method in tackling Chinese text recognition. We visual-
ize some recognition results of the scene dataset in Fig-
ure 5. Through the visualization, we observe that the pro-
posed method performs better on both horizontal and ver-
tical texts. Additionally, compared with previous methods,
the proposed method is more robust to artistic texts in scene
images, which benefits from that the proposed CIRN implic-
itly pulls features of characters close to that of corresponding
printed characters images.

Experiments on VCTR. To further validate the effective-
ness of our method in tackling vertical text images, we
also conduct experiments on the proposed VCTR dataset.
Since the VCTR dataset is only used for test, our model is
also trained on the scene dataset. The experimental results
are shown in Table 3. Compared with previous methods,
the proposed method achieves the best performance on the
VCTR dataset. Specifically, our method surpasses the SOTA
method [Chen et al., 2021a] by around 45%. Although our
method is not fine-tuned on training sets similar to VCTR, it
still achieves satisfying performance. Some recognition re-
sults of VCTR are shown in Figure 6.

5 Discussions

Adopting complex structures for the content information
extraction. In the content information extractor, we adopt
a simple 1 x 1 convolution layer rather than a more com-
plex structure. In this module, we additionally try to utilize
a multi-layer transformer encoder to disentangle the content
information from visual features. Through the experimental
results shown in Table 4, we observe that when a more com-
plex structure is employed in the content information extrac-
tor, the performance of our method decreases clearly, which
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Figure 7: Failure cases of our method. Some zero-shot or few-shot
characters in text images still bring difficulties to our method.
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may result from two reasons: 1) The transformer encoder
contains more parameters while vertical text images account
for a small share. Thus, a more complex structure for the con-
tent information extractor is hard to converge with the train-
ing of limited vertical text samples. 2) The content infor-
mation can be easily disentangled from the extracted visual
features with the supervision of the content classification loss
L. and character image reconstruction loss £,

Is it better to reconstruct the whole text image? In this
paper, we propose to reconstruct character images with differ-
ent orientations, thus forcing the content information extrac-
tor to produce orientation-independent visual features. Addi-
tionally, we have attempted to reconstruct the whole text im-
ages to complete disentangling. Through experiments, how-
ever, we observe that the reconstruction loss cannot descend
smoothly and the printed text images are not reconstructed
well. A possible reason is that the reconstruction network
cannot be aware of the position of each character. Therefore,
we choose to reconstruct the printed image of each character
in the input text image.

Failure cases. Some failure cases are shown in Figure 7.
The vertical text images with a large height-width ratio are
still challenging for our method. In addition, our method also
has difficulties in solving text images containing few-shot or
zero-shot characters as well as previous methods. Finally,
since we only consider the vertical and horizontal orientation,
the performance of our method on oblique texts can be further
improved.

6 Conclusion

In this paper, we propose to extract orientation-independent
features for Chinese text recognition by disentangling the
content and orientation information. Specifically, we develop
a character image reconstruction network to generate corre-
sponding printed character images with two types of disen-
tangled information. The proposed method surpasses previ-
ous methods on a scene dataset of Chinese text recognition.
To benchmark the performance of existing methods on ver-
tical text images, we collect a vertical Chinese text recog-
nition dataset. Compared with state-of-the-art methods, the
proposed method achieves around 45% improvement.
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