Abstract

In crowdsourcing, existing efforts mainly use real datasets collected from crowdsourcing as test datasets to evaluate the effectiveness of aggregation algorithms. However, these work ignore the fact that the datasets obtained by crowdsourcing are usually sparse and imbalanced due to limited budget. As a result, applying the same aggregation algorithm on different datasets often show contradicting conclusions. For example, on the RTE dataset, Daviwid and Skene model performs significantly better than Majority Voting, while on the LabelMe dataset, the experiments give the opposite conclusion. It is challenging to obtain comprehensive and balanced datasets at a low cost. To our best knowledge, little effort has been made to the fair evaluation of aggregation algorithms. To fill in this gap, we propose a novel method named TDG4Crowd that can automatically generate comprehensive and balanced datasets. Using Kullback Leibler divergence and Kolmogorov–Smirnov test, the experiment results show the superior of our method compared with others. Aggregation algorithms also perform more consistently on the synthetic datasets generated using our method.

1 Introduction

Crowdsourcing has been successfully applied in various fields such as crowdsourcing in the context of crowdsourcing, currently there is little research on generating data in an automated way. In this paper, we try to solve this problem by training a generative
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model that can automatically generate instances, annotators, and corresponding annotations. Our main goal is to obtain a dataset whose distribution follows closely to that of the real one.

We propose a novel automatic test data generation method for the evaluation of aggregation algorithms in crowdsourcing named TDG4Crowd. Unlike many other work that only use one latent variable to represent one worker’s ability or the difficult level of one task, we learn the latent vector distribution of instances and annotators based on variational autoencoder (VAE) [Mescheder et al., 2017] and train the annotation process in a supervised manner. Using our method could provide comprehensive and balanced synthetic datasets for the fair evaluation of aggregation algorithms. The contributions of this paper are summarized as follows:

- We propose a novel method TDG4Crowd that can automatically generates synthetic datasets based on a small number of real seed data points.
- We discuss real world scenarios that may result in imbalanced datasets and design different strategies of generating synthetic data.
- We conduct comprehensive experiments and the results show that the synthetic data generated using our method follows more closely to the real distribution compared with other baseline models. Besides, existing aggregation algorithms also perform more consistently on our synthetic data.

2 Related Work

In crowdsourcing, requesters publish tasks redundantly on platforms like AMT and workers from Internet get paid by completing these tasks based on the platform’s reward policy. An aggregation algorithm will then be applied on these noisy labels to infer the ground truth. Thus, the design of aggregation algorithms becomes a core problem in crowdsourcing research. Many aggregation algorithms have been proposed in recent years [Ho et al., 2013; Roy et al., 2015; Yu et al., 2017]. Majority Voting [Sheng, 2011; Sheng et al., 2008] is a simple yet effective method in which one instance will be assigned the label that has the most votes. Dawid Skene et al. [Dawid and Skene, 1979] proposed a method to infer ground truth based on the EM algorithm, in which a confusion matrix is used to describe the behavior of annotators. GLAD [Whitehill et al., 2009] is a probabilistic model that considers the ability of workers and the difficult level of tasks and could be used to infer the true label in image annotation. Based on DS, Li et al. proposed the Homogenous Dawid-Skene model (HDS) [Li and Yu, 2014]. Albarqouni et al. extended on the work of DS, replacing the logistic classifier with a deep neural network [Albarqouni et al., 2016]. Rodrigues et al. also use neural network to estimate one annotator’s ability, training the model in an end-to-end manner [Rodrigues and Pereira, 2018]. A multiple noisy label distribution propagation method is proposed to exploit the intercorrelation among labels in [Zhang et al., 2019]. All these work focus on how to better modeling tasks and worker ability to improve the aggregation results and they have all shown empirical success on different datasets.

To fairly evaluate the effectiveness of different aggregation algorithms, current research mainly use test datasets or theoretical analysis. For the first approach, real crowdsourced datasets are mainly used. However, due to limited budget, the crowdsourced datasets are often sparse and imbalanced, resulting in conflicting observations. For example, in work [Sinha et al., 2018], when the SentimentPolarity (SP) dataset is used to evaluate aggregation methods DS and FDS, DS performs better than FDS. But for the AffectAnnotation dataset, the experiments give the opposite results. In [Whitehill et al., 2009], the accuracy of GLAD is higher than that of MV, while in [Kawase et al., 2019], MV performs better than GLAD. This indicates the results are unreliable when evaluating aggregation algorithms on sparse or imbalanced datasets. When it comes to theoretical analysis, current research work mainly focus on the upper bound of error rate and the cost complexity. For the upper bound of error rate, Wang et al. study the annotation quality of MV theoretically and the results show the error rate declines exponentially with the increasing of the redundancy level of tasks [Wang and Zhou, 2015]. [Gao et al., 2016] proposed the optimal error rate for aggregating labels provided by a set of non-expert workers. [Heinecke and Reyzin, 2019] utilize the PAC theory to establish the relationship between error rate and worker ability. Considering machine learning based on crowdsourcing, [Pan et al., 2023] analyze the upper bound of minimally sufficient number of crowd labels required for learning a probably approximately correct (PAC) classification model in crowdsourcing learning. For the cost complexity, [Fang et al., 2018] provide a general theoretical method to model the trade-off between costs and quality, which can be used to theoretically analyze crowdsourcing algorithms based on statistical learning. These theoretical results, although could provide reliability guarantee in some degree, they often fail in real environment. A real environment usually contains a lot different factors, among which the ability of workers plays a significant role. Overall, existing work using real test datasets or theoretical analysis can not fairly evaluate different aggregation algorithms.

It is usually very expensive to obtain comprehensive and balanced real datasets and the theoretical analysis of different algorithms often fail in real environment. In this study, we focus on automatic test data generation for the evaluation of aggregation algorithms. We want our generated data follows closely to the distribution of the real one. There exists a few work that also investigate using synthetic data. In [Whitehill et al., 2009], authors use normal distribution to model workers’ ability, as well as task difficult level. [Li and Yu, 2014] use beta distribution and one probabilistic model to fit worker responses. Zhang et al. build a confusion matrix for worker ability to evaluate algorithms like D&S, etc. [Zhang et al., 2016b]. All these work use prior knowledge when modeling worker ability, which will usually fail in real environment where these prior assumptions are not hold. In this paper, different with existing work, we build models to learn worker and task related parameters directly from a few real data points, and our models allows large scale generation of comprehensive and balanced datasets for the fair evaluation of aggregation algorithms.
3 Problem Description

In this section, we describe our problem formulation of automatic data generation. Our main goal is to generate data that follow closely to the distribution of real one. The advantages of our generated datasets could be evaluated in two perspectives. For common metrics like KL divergence and Kolmogorov–Smirnov test that are often used to measure the distance of two distributions, we hope we can have small KL or KS values when applying to our synthetic datasets compared with the real ones. Besides, since our main motivation is conflicting results of different aggregation algorithms on datasets, we hope these aggregation algorithms will have more consistent performance on our synthetic datasets.

When considering the similarities between our generated datasets and real ones. The smaller the KL or KS values we have the better. Let’s define the automatic generation method as function $g$, $g: \mathbb{Q} \rightarrow \mathbb{Q}'$, where $\mathbb{Q} = \{x_i|i = 1, ..., n\}$ is the real dataset, new data $\mathbb{Q}' = \{x_i'|i' = 1, ..., m\}$ is automatically generated from $\mathbb{Q}$, we define the Distribution-oriented Data Generation problem as follows:

**Definition 1 (Distribution-oriented Data Generation problem–DDG).** Let’s use $\mathbb{Q}$ to denote the real dataset, $g$ as a generative function. $\sigma: \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}$ is a similarity function that measures the distance of two distributions. The problem of DDG is to find a function $g^*$ satisfying:

$$g^* = \arg\max_g \sigma(Q, g(Q)), \quad (1)$$

when $\mathbb{Q}'$ and $\mathbb{Q}$ are from the same distribution, we get the maximum value for $\sigma$, and in this case, we find the true underlying generative model that generates $\mathbb{Q}$. However, this is usually impossible in practice. Thus, we aim to find a good enough generative model in the candidate model set. For example, if we adopt a neural network as our generative model, we use gradient descent to find some local optimum on the training set.

KS and KL could be used to measure the distance of two distributions, but they can not tell us the consistency of the performance of aggregation algorithms on different datasets. To be more specific, we try to answer the question: Is the ranking of different aggregation algorithms regard to accuracy on one dataset the same (or similar) to that on a different dataset? Currently, there are no such metrics we can directly use. In this study, we use subjective judgment and will go deep into the consistency analysis in the experiment section.

4 The TDG4Crowd Method

In this section, we first present our TDG4Crowd method, which can separately learn the feature distributions of instances and annotators, as well as the distribution of corresponding annotations. We then discuss the consideration of our design and training strategies for our proposed method.

Our proposed method TDG4Crowd is depicted in Figure 1 and it consists of three main modules: 1) Annotator model to learn the features of annotators. 2) Instance model to learn the features of instances. 3) Inferring component to infer the corresponding annotations. Taking a generative approach, we want to learn rich latent representations for both annotators and instances. After obtaining these two latent representations, we could learn the corresponding annotations in a supervised way.

4.1 Learn the Features of Annotators

For a given crowdsourced dataset, we could learn the latent variable $z_a$ of one annotator using the following equation.

$$p(z_a|e_r) = \frac{p(e_r|z_a)p(z_a)}{\int p(e_r|z_a)dz_a}. \quad (2)$$

Here $e_r$ refers to the feature vector of one annotator. Since the integral part of evidence cannot be computed directly, we estimate $p(z_a|e_r)$ by variational inference. We want to find a distribution $q(z_a|e_r)$ that could best approximates $p(z_a|e_r)$. To measure the difference or the distance between two distributions, we can use the Kullback–Leibler divergence.

$$D_{KL}[q(z_a|e_r)||p(z_a|e_r)] = E_q[\log q(z_a|e_r) - \log p(z_a|e_r)]. \quad (3)$$

Use a few rearrangement, we could have the following equation:

$$\log p(e_r) = D_{KL}[q(z_a|e_r)||p(z_a|e_r)] + E_q[\log p(e_r, z_a) - \log q(z_a|e_r)], \quad (4)$$

since KL divergence is always non-negative, we have

$$\log p(e_r) \geq E_q[\log p(e_r, z_a) - \log q(z_a|e_r)]. \quad (5)$$

The term on the right of the inequality is known as the Evidence Lower Bound, or ELBO for short. We can find a distribution $q$ that minimizes KL divergence by maximizing ELBO. We can rewrite ELBO as follows to make it more clear:

$$ELBO = E_q[\log p(e_r|z_a)] - D_{KL}[q(z_a|e_r)||p(z_a)]. \quad (6)$$

By maximizing ELBO, the first term on the right side of Equation 6 makes the data generated from $z_a$ as close to the real distribution as possible. Unlike many other models that usually use one latent variable to represent the ability of a worker, we learn a random latent vector $z_a$ based on VAE. The input is a feature vector of one worker $e_r$. In the simplest case, if there are no other features available, we could use one-hot encoding. We assume the worker latent variable follows a multivariate normal distribution, that is $q(z_a|e_r) \sim N(\mu, \sigma^2)$, thus the output of the encoder are the mean and variance (in implementation, usually use the log of variance for numerical stability reasons) of $q(z_a|e_r)$. We use a standard Gaussian prior acting as a regularizer.

$$p(z_a) \sim N(0, 1).$$

$$D_{KL}[q(z_a|e_r)||p(z_a)] = D_{KL}[N(\mu_a, \sigma_a^2)||N(0, 1)]. \quad (7)$$

For the backpropagation algorithm to work properly, the sampling process uses the reparametrization trick, that is $z_a = \mu_a + \sigma_a \cdot \epsilon, \epsilon \sim N(0, 1)$. Thus the actual sampling is from the standard normal distribution. The decoder’s output is $\hat{e}_r$ and the reconstruction loss is.

$$L_{recons} = ||e_r - \hat{e}_r||^2. \quad (8)$$
Therefore, the loss function for annotators can be expressed as:

\[ \mathcal{L}_{\text{anno}} = \mathcal{L}_{\text{recons}} + D_{KL}[N(\mu_a, \sigma_a^2) || N(0, 1)]. \quad (9) \]

The \( \mathcal{L}_{\text{recons}} \) loss makes the model learn a lower dimensional representation of annotators, while the KL divergence loss makes the representation follow the normal distribution as close as possible. Please note here we are not directly optimizing the KL divergence between the real dataset and the synthetic one.

4.2 Learn the Features of Instances

The process of learning the latent distribution of instances is similar to that of annotators, that is we also learn latent representation for instances based on VAE. But for images, we first use a pre-trained light weight VGG-16 model to extract the features for each instance. Thus, the input for the instance model is the pre-processed feature vector, not raw images. We use \( x_n \) to represent the feature vector for instance \( n \). We assume the latent variable for each instance follows a multivariable normal distribution, thus the output of the encoder are the mean and variance of \( q(z|x_n) \). We use a standard Gaussian prior acting as a regularizer.

\[ D_{KL}[q(z|x_n) || p(z)] = D_{KL}[N(\mu_i, \sigma_i^2) || N(0, 1)], \quad (10) \]

the reconstruction loss is the cross entropy between \( x_n \) and \( \bar{x}_n \).

\[ \mathcal{L}_{\text{recons}} = \|x_n - \bar{x}_n\|^2. \quad (11) \]

The loss function for instance model is similar to that of the annotator model.

\[ \mathcal{L}_{\text{inst}} = \mathcal{L}_{\text{recons}} + D_{KL}[N(\mu_i, \sigma_i^2) || N(0, 1)]. \quad (12) \]

The \( \mathcal{L}_{\text{recons}} \) loss makes the model learn a lower dimensional representation of instances, while the KL divergence loss makes the representation follow the normal distribution as close as possible.

4.3 Inferring

One of our goals is to learn a model that could generate new annotations. The supervised learning component concatenates the sampling result of \( z_a \) and \( z_i \) and send it to a fully connected network. The output of this fully connected network is the predicted annotation \( \hat{y}_n \) for instance \( x_n \). We train this component in a supervised manner and construct the loss function as follows:

\[ \mathcal{L}_{\text{cross}} = \|y_n - \hat{y}_n\|^2. \quad (13) \]

The method of TDG4Crowd includes Annotator model, Instance model and Inferring component. We first train Annotator model and Instance model separately until the loss of these two models start to stabilize, then we add in the inferring component and train them as a whole.

5 Experiments

To evaluate our proposed method, we conduct comprehensive experiments on both real and synthetic datasets. In this section, we will first describe the experiment setup. We use annotations collected through the Appen and AMT crowd-sourcing platforms. Next, we describe the baseline models used for comparison. Finally, we compare our proposed method with other models for generating new data points. The strategy we use is we regenerate the annotations using the annotators and instances we already have, instead of sampling completely new annotators or instances from the standard normal distribution. That is to say, we use the specific mean and variance for corresponding worker or task for sampling. We use half dataset for training and half for testing and all these regeneration experiments are conducted on the test dataset.
5.1 Setup
We use two real datasets Labelme\(^2\) and Relation\(^3\) for evaluation. They suffer serious sparsity issues and include instances with rich features that could help infer worker ability. The details of these two datasets can be found in appendix. Similar preprocessing was performed for these two datasets. We use half of them for training our models and half for testing. All the results in the following sections are from this test set. To make sure both the training set and test set have all annotators. We first index the whole dataset using annotators, then we randomly select half instances for each annotator.

We consider three real world scenarios in which why crowdsourced dataset might be imbalanced due to limited budget. 1) One requester may choose to have high redundancy level and publish fewer instances. In this case, we want to generate new instances and corresponding annotations. 2) One requester may choose to have low redundancy but release more instances. Such that we want to generate more annotators and their annotations on these existing instances. 3) The worst case, one requester only have a few instances with low redundancy. We need to generate both new instances and annotators, as well as their annotations. Besides the above three experiments, we also conduct experiments to see how existing aggregation algorithms perform on synthetic datasets. Basically, we try to answer the question: Do these aggregation algorithms act consistently on the synthetic datasets derived from real ones?

5.2 Baseline Models
To evaluate the effectiveness of TDG4Crowd, we compare the following methods for data generation with the real dataset.

- **G_DS**: Derived from the DS model [Dawid and Skene, 1979]. When using DS for aggregation, the ability of each annotator is estimated according to the EM algorithm. A new annotation is obtained by combining the annotator’s ability with ground truth.

- **G_HDS**: Derived from the HDS model [Li and Yu, 2014]. It’s a variant of DS. Each annotator is assumed to have the same accuracy on each class of instance, and have the same error probability as well.

- **G_MV**: This method is based on MV model [Sheng, 2011]. In the MV model, we regenerate a new annotation based on the probability of voting and the ground truth.

- **G_GLAD**: Derived from the GLAD model [Whitehill \textit{et al.}, 2009]. The annotator ability and the instance difficulty will be obtained using the GLAD algorithm for aggregation. We regenerate a new annotation based on these two parameters and the ground truth.

- **G_IRT**: This approach is based on the IRT [Baker \textit{et al.}, 2017]. We use the joint maximum likelihood function to estimate the parameters of the IRT model, that is, the ability of the annotator and the difficulty of the instance. Once we have these two parameters, we can regenerate the labels.

\(^2\)https://fprodrigues.com/deep_LabelMe.tar.gz
\(^3\)https://doi.org/10.5281/zenodo.1472330

5.3 Results

**Generate instances.** In this scenario, the requester sets high redundancy level but releases fewer instances. Thus, we want to generate more instances and their annotations. We keep the number of annotators fixed (59 in our case) and generate new annotations on new instances. We want to see if our new generated annotations follow the distribution of the real dataset. We set the size of our synthetic dataset the same as the real dataset. For example, if we have 8000 instances in the real dataset, we first regenerate 7000 instances and their annotations, together with other 1000 real instances and annotations, we get one synthetic dataset and compare it with the real dataset. We then gradually increase the number of real instances (increase by 1000 each time). To evaluate the similarity between the synthetic dataset and the real one, we use KL divergence and Kolmogorov-Smirnov test (KS) as similarity function \(\sigma\). Both KL and KS can be used to measure the similarity between two distributions. The smaller the value, the more similar these two distributions are. We calculate the KL and KS between the synthetic dataset generated by the above six methods and the real dataset. Since Labelme is an eight-category dataset and Relation is a thirteen-category dataset, the distribution of each category might be different. Thus, we calculate the KL and KS for each category according to the empirical probability distribution, then weight average all categories. We use the total number of instances in that category as weights in this study and the final results are shown in Figure 2. As we can see from Figure 2, as the percent of real annotations increase in the synthetic dataset, both the KS and KL values decrease. This is true for all data generating methods. More importantly, for
all levels, our proposed method TDG4Crowd has the lowest KL and KS values, indicating that the generated annotations using our method follows more closely to the distribution of the real dataset. Among other methods, the performance of G_DS comes next. G_MV is among the worst performance, this could be explained by the fact that G_MV does not have parameters to model the ability of annotators or the difficulty level of instances.

**Generate annotators.** In this scenario, the requester publishes more instances, but with low redundancy. In this regard, our goal is to generate new annotations for new annotators. Thus, we keep the number of instances fixed, but gradually increase the number of real annotators (increase by 5 each time). Similarly, we use the encoders of VAE modules to get the mean and variance for each annotator and instances. The fully connected network is used to get the annotation predictions. For easy comparison, we set the size of the synthetic dataset and real dataset the same. The results are shown in Figure 3. As we can see the overall trend is similar to the one in Figure 2. With the increase of the percent of real annotators, the values of KL and KS start to decrease, which is not very surprising. Among all these methods, our proposed method TDG4Crowd has the best performance, G_DS comes next. G_JRT and G_MV are among the worst performance models.

**Generate both instances and annotators.** Due to limited budget, one requester may publish a small number of instances with low redundancy level. In such cases, the requester might get a small scale imbalanced dataset. Our goal is then to generate new instances and annotators, as well as the corresponding annotations. In this experiment, we sample annotators and instances through the specific mean and variance to regenerate annotations. We first pick 1000 instances with real annotations, then compare it with the regenerated annotations (from the same instances and corresponding annotators). We repeat the experiment several times, each time we increase the size of instances. Again, we use KL and KS to measure the similarities between the datasets and the results are shown in Figure 4. As we can see from this figure, the size of the instances does not have too much impact on the KS and KL values. In other words, all these methods have steady performance and the performance will not decrease in the scenario of large dataset generation. Among all these methods, our proposed method TDG4Crowd has the best performance.

**Generate unseen annotations.** For all above mentioned experiments, what we did is we regenerate annotations for those that we already have. The reason for doing so is for easy comparison with real dataset. In other words, for a confusion matrix, which is usually very sparse, we did not fill in the holes. In this experiment, we want to see how our model will perform fixing the sparsity issue, which is quite common for crowdsourced datasets. In this setup, we first pick 1000 instances and their corresponding annotators. We use our model to generate new annotations that did not exist before. Then we compare it with the real dataset by calculating the KL divergence and KS values. We repeat the experiment several times, each time we increase the number of instances by 1000 and the results are shown in Figure 5. We can basically get the same conclusion as from Figure 4. The overall trend is quite stable, which means the data size does not have too much impact on the performance of data generation models. Among all these methods, our proposed method TDG4Crowd has the best performance.

**Aggregation consistency.** The main motivation of our work is that aggregation algorithms like DS, HDS, MV, GLAD perform inconsistently on different datasets. In Figure 6, we show the rankings of different aggregation algorithms on real datasets with different scales. We randomly sample different number of instances and we can see, for the Labelme dataset, when the number of instances is 1000, HDS performs the best, then comes GLAD and MV. DS performs the worst. When we gradually increase the number of instances, we can see how the rankings change. When
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**Figure 3:** The KL and KS values between the synthetic datasets and real datasets, with the increasing of the percent of real worker numbers. Top: LabelMe, Bottom: Relation.

**Figure 4:** The KL and KS values between the synthetic datasets and real datasets, with the increasing of the number of instances, as well as the number of workers. Top: LabelMe, Bottom: Relation.
observations for other experiments like only generating annotators or generating instances and annotators. These experiments results could be found in the appendix.

6 Conclusions

In this paper, we first discuss the problem crowdsourced datasets may have and how they can fail the evaluation of different aggregation algorithms. We then propose the TDG4Crowd method for the automatic generation of comprehensive, balanced data and demonstrate how TDG4Crowd could be used to solve the data issues caused due to budget constraints under different real world scenarios. We conduct extensive experiments on image and sentence datasets to show the effectiveness of our proposed method. By calculating the KL divergence and KS stats between the synthetic dataset and the real one, we show that our method is able to generate dataset that follows more closely to the distribution of real ones, compared with other baseline methods. The accuracy rankings of existing aggregation algorithms are calculated on real datasets and synthetic ones. The experimental results also show that the synthetic data generated by TDG4Crowd is more consistent with the real data from the ranking perspective. In this study, we use simple annotation tasks. For future work, we will investigate more challenging tasks that involve context information.
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