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Abstract

Artificial intelligence (Al) systems are increasingly
used for providing advice to facilitate human de-
cision making in a wide range of domains, such
as healthcare, criminal justice, and finance. Mo-
tivated by limitations of the current practice where
algorithmic advice is provided to human users as a
constant element in the decision-making pipeline,
in this paper we raise the question of when should
algorithms provide advice? We propose a novel
design of Al systems in which the algorithm in-
teracts with the human user in a two-sided man-
ner and aims to provide advice only when it is
likely to be beneficial for the user in making their
decision. The results of a large-scale experiment
show that our advising approach manages to pro-
vide advice at times of need and to significantly im-
prove human decision making compared to fixed,
non-interactive, advising approaches. This ap-
proach has additional advantages in facilitating hu-
man learning, preserving complementary strengths
of human decision makers, and leading to more
positive responsiveness to the advice.

1 Introduction

Artificial intelligence (Al) is increasingly used to support hu-
man decision making in high-stake settings in which the hu-
man operator, rather than the Al algorithm, needs to make
the final decision. For example, in the criminal justice sys-
tem, algorithmic risk assessments are being used to assist
judges in making pretrial-release decisions and at sentencing
and parole [NJ-Courts, 2020; PJI, 2019; Northpointe, 2019;
Cohen et al., 2018]; in healthcare, AT algorithms are being
used to assist physicians to assess patients’ risk factors and to
target health inspections and treatments [Musen et al., 2021;
Garcia-Vidal et al., 2019; Tomaseyv et al., 2019; Kononenko,
2001]; and in human services, Al algorithms are being used
to predict which children are at risk of abuse or neglect, in or-
der to assist decisions made by child-protection staff [Vaithi-
anathan et al., 2017; Chouldechova et al., 2018].

*The full version of this paper appears on ArXiv, at: https://arxiv.
org/abs/2209.13578. The data are available on the authors’ websites.
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In such systems, decisions are often based on risk assess-
ments, and statistical machine-learning algorithms’ abilities
to excel at prediction tasks [Meehl, 1954; Dawes et al., 1989;
Grove et al., 2000; Obermeyer and Emanuel, 2016; Mul-
lainathan and Spiess, 2017] are leveraged to provide pre-
dictions as advice to human decision makers [Kleinberg et
al., 2015]. For example, the decision that judges make
on whether it is safe to release a defendant until his trial,
is based on their assessment of how likely this defendant
is, if released, to violate his release terms, i.e., to commit
another crime until his trial or to fail to appear in court
for his trial. For making such risk predictions, judges in
the US are assisted by a “risk score” predicted for the de-
fendant by a machine-learning algorithm [NJ-Courts, 2020;
PJI, 2019].

Research on such Al-assisted decision making has mostly
addressed two questions. The first is what advice should
Al systems provide? The line of research that addresses
this question places emphasis on the machine-learning algo-
rithms and focuses on optimizing and evaluating their suc-
cess in comparison to human predictions, based on statisti-
cal metrics such as prediction accuracy and fairness [Klein-
berg et al., 2017; Angwin et al., 2016; Haenssle et al., 2018;
Chouldechova, 2017]. The implicit expectation is that better
algorithmic advice will lead to better human decisions.

The second question is how to present algorithmic advice
to human decision makers? This question has been addressed
in a recent line of work that emphasizes the role of the hu-
man as the one who eventually makes the actual decision.
Instead of evaluating the algorithmic performance in isola-
tion, these works concentrate on studying the effect of the
algorithmic input on the decisions that humans make [Green
and Chen, 2019a; Green and Chen, 2019b; Albright, 2019;
Tschandl et al., 2020; Lai and Tan, 2019; Zhang et al., 2020;
Bansal et al., 2019; Yin et al., 2019] and hence term the per-
spective “Al-in-the-loop human decision making”’[Green and
Chen, 2019al. These studies typically show—both with hu-
man experts such as judges or clinicians and with non-experts
in experimental settings—that providing the algorithmic as-
sessment indeed significantly improves human decision mak-
ers’ prediction performance, and that different ways of pro-
viding the algorithmic input to human decision makers, as
well as different algorithmic accuracy or error patterns, can
have a significant impact on their decisions.
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Situated in the framework of Al-in-the-loop human deci-
sion making, this work aims to answer a different impor-
tant question: when should algorithms provide advice? The
current practice in applications and in prior studies, is that
algorithms provide advice to the human decision maker in
every prediction problem. We explore whether Al systems
can be trained to automatically identify the cases where ad-
vice is most useful, and those where the human decision
maker is better off deciding without any algorithmic input,
and whether such an approach that provides the algorithmic
advice only when it is needed indeed manages to assist hu-
mans in improving their decisions.

1.1 Background and Related Work

Our approach is motivated by several observations from prior
work and current practice. First, in prior studies on Al-
assisted human decision making, the Al component is com-
pletely oblivious of the human decision maker: the human al-
ways receives advice from an algorithm, but, importantly, the
algorithm is not aware of its human counterpart and whether
its advice may actually be helpful to him. This is despite
the fact that human decision makers have their own strengths
and sometimes reach better decisions on their own, with-
out the algorithmic input, and the computational methods
have their own limitations and can have errors and biases
(as was studied in recent literature on human-Al comple-
mentary performance [Groh et al., 2022; Wilder et al., 2020;
Madras et al., 2018; Kamar et al., 2012; Bansal et al., 2021,
Steyvers et al., 2022]), and so algorithmic advice may not
always be helpful.

E.g., in a recent experiment that studied human predic-
tion in the pretrial-release decision setting [Green and Chen,
2019b], the most accurate human predictions were achieved
in an “Update” treatment, in which the human decision mak-
ers first made a risk prediction on their own and only then
observed the algorithmic prediction and were allowed to up-
date their prediction if they wished. However, in this dataset
we found that in 66% of the predictions, the human’s ini-
tial prediction (before observing the algorithmic input) was
already equal to or more accurate than the algorithm’s pre-
diction. Moreover, in 36% of the predictions, humans’ ini-
tial prediction was strictly more accurate than the algorithm’s,
and after showing them the algorithmic prediction their pre-
diction performance deteriorated 32% of these times.

An additional important point that arises when a human de-
cision maker is assisted by an (inevitably) imperfect Al sys-
tem, is that the human is de-facto expected to monitor the
algorithm, i.e., to identify when the algorithm is wrong so as
to override its prediction [Green, 2022]. However, there is a
large body of empirical evidence showing that such monitor-
ing is a challenging task for humans: recent studies demon-
strate that people do poorly in judging the quality of algo-
rithmic predictions and determining when to override those
predictions, and that these judgments are often incorrect and
biased [Green and Chen, 2019a; Green and Chen, 2019b;
Grgi¢-Hlaca et al., 2019; Tschandl et al., 2020; Yeomans
et al., 2019; Bansal et al., 2021; Van Swol and Sniezek,
2005]. This suggests to consider alternative designs of de-
cision pipelines in which the monitoring task is transferred to
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Moreover, even if the algorithm were perfect, it is not clear
whether the constant advising approach used in prior work is
the optimal way to interact with human decision makers and
to inform them so as to improve their decisions. Specifically,
it may be that providing the advice in every prediction will
result in advice discounting or even disregard in the decision
maker’s judgment. Such behaviors have been demonstrated in
other settings of users’ interactions with technology [Kalsher
and Williams, 2006; Anderson et al., 2014], and are related
to the study of habituation [Rankin ef al., 2009], but have not
been studied in behavioral literature on advice utilization.

Finally, in the experiment of [Green and Chen, 2019b]
mentioned above, it is intriguing to see that while humans
made significantly better predictions when they were assisted
by the algorithm compared to making predictions without any
algorithmic assistance, their performance was still far worse
than that of the algorithm alone. This is despite the fact that
the human decision makers constantly received the algorith-
mic prediction, and, in principle, could just have adopted its
predictions and reached the algorithmic performance. This
observation that a human assisted by an algorithm is still in-
ferior to the algorithm alone is in fact typical in Al-assisted
human decision making settings (e.g., [Lai and Tan, 2019;
Lai et al., 2020; Jacobs et al., 2021]) and suggests that there
is room to improve and extract more value from the interac-
tion between the human and the Al For a discussion of fur-
ther related work, see Appendix A in the full version of the
paper [Noti and Chen, 2023].

1.2 Our Approach

We propose to replace the constant advising approach with a
responsive advising system (an “algorithmic assistant”) that
interacts with the human decision maker and takes an active
part in the decision making process, aiming to improve the
human’s decisions. Specifically, our algorithmic assistant ap-
plies a learned advising policy that depends on input from
the human decision maker and provides advice only when
it is likely to improve his decision. Thus, in this human-Al
team, information does not only flow from the algorithm to
the human as in prior work, but instead there is a two-sided
interaction: the algorithmic assistant’s advice depends on the
human’s input, and the human’s final decision, in turn, de-
pends on the input he receives from his algorithmic assistant.

We consider a simple form of these two-sided interactions,
in which the input from the human to the algorithmic assistant
is the human’s (initial, unassisted) risk prediction, and the al-
gorithmic assistant’s advising policy determines whether or
not to advise the human, providing advice only when it iden-
tifies that its advice is likely to improve the human’s predic-
tion. Thus, our human-AlI collaboration is designed such that
the human decision maker is operating on his own and makes
predictions, while the learned advising policy is there to op-
timize the added value that the human can extract from his
interaction with the Al advising system.

Figure 1 presents a diagram of the advising-policy ap-
proach that we take for Al-assisted decision making, which
we demonstrate in the pretrial-release decision setting. We
first learn an advising policy by using predictions that humans
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Figure 1: A responsive advising approach for Al-assisted human decision making.

made in previous experiments about how likely a criminal de-
fendant is to violate his release terms if released. Then, we
conduct a large-scale experiment on Mechanical Turk to eval-
uate human prediction performance when decision makers in-
teract with our learned advising policy. Our experimental re-
sults show that an advising policy is indeed learnable from
data and that humans assisted by this learned advising pol-
icy make significantly more accurate predictions than human
decision makers assisted by the constant advising policy, and
achieve comparable performance to the risk-assessment algo-
rithm, thus improving over the state-of-the-art. We further
explore how our responsive-advising approach affects human
learning, human decision makers’ responsiveness to algorith-
mic advice, and the performance of human decision makers
with respect to defendants’ racial groups.

2 Responsive Algorithmic Advising

The decision pipeline that we consider is illustrated in Figure
1b. It is composed of a human decision maker and an algo-
rithmic assistant. The algorithmic assistant is in turn com-
posed of a risk-assessment algorithm and an advising policy.'
When a new criminal defendant arrives, the human observes
a description of the defendant and predicts the defendant’s
likelihood to violate his release terms if released, Yynassisted-
Then, given the description of the defendant (excluding race
and gender to match common practice among risk-assessment
developers and previous experiments [Lowenkamp, 2009;
Cohen et al., 2018; Green and Chen, 2019a; Green and Chen,
2019b]) and the prediction that the human made, the algorith-

'Note that in principle, an algorithmic assistant could be imple-
mented as a single algorithmic component trained end-to-end. How-
ever, such an approach would not allow us to isolate the contribution
of the advising policy to human prediction performance. Further-
more, an important advantage of decoupling the risk-assessment al-
gorithm from the advising policy is in reliability: such a separation
constrains the risk-assessment algorithm to be trained only to opti-
mize the quality of its risk assessments, rather than providing biased
assessments that aim to affect the human decision maker.

mic assistant generates an algorithmic risk assessment, {414,
and provides the assessment to the human according to the
advising policy. The advising policy that we wish to learn
aims to provide the algorithmic risk assessment to the human
only when it is likely to improve the human’s prediction. In
cases in which the advice is not provided, the final prediction
1 final 18 set to the human’s unassisted prediction §unassisteds
while in cases that the advice is provided, the human observes
the advice and can update his prediction if he wishes (to any
prediction value), and the final prediction is then set to the
updated value §gssisted-

Our main focus is on learning such advising policies and
evaluating their impact on the predictions made by human
decision makers. As the risk-assessment component of the
algorithmic assistant, we use the model of [Green and Chen,
2019b] that was trained on 47,141 defendant cases from a
dataset collected by the U.S. Department of Justice [DOJ.,
2014] (top diagram in Figure la), all of which were released
before trial and we thus know the ground-truth information
about their pretrial-release outcome. That is, we know for
each case whether eventually the defendant violated his re-
lease terms. Among the defendants in this dataset, 29.8% vi-
olated their pretrial-release terms. The model gets as input a
description of a criminal defendant and outputs a risk assess-
ment Jq;, € [0, 1] that represents the algorithm’s predicted
likelihood that this defendant will violate his release terms if
released. In [Green and Chen, 2019b] it is shown that this
model achieves comparable performance to widely used risk-
assessment tools like COMPAS [Northpointe, 2019] and the
Public Safety Assessment [Desmarais et al., 2016]. See Ap-
pendix B in the full paper [Noti and Chen, 2023] for more
details on the dataset and the model.

For learning the advising policy, we train a random-
forest model on experimental data of human predictions from
[Green and Chen, 2019a]. See the bottom diagram in Fig-
ure la. Given a defendant case, the algorithmic risk assess-
ment, and the prediction that the human made, the policy de-
termines whether or not to advise the human. In the training
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Learned Random Omniscient No Advice Update
N=218 N=200 N=200 N=258 N=220
Advising policy accuracy 74.1% 58.4% 100.0% 52.5% 42.0%
(£0.9%) (£1.5%) (40.0%) (£2.0%) (+2.1%)
Quadratic score 0.781 0.755 0.825 0.719 0.770
(£0.005)  (£0.007) (££0.006) (£0.008) (££0.007)
Algorithm’s quadratic score 0.801 0.800 0.803 0.805 0.802
(£0.003)  (40.003) (££0.003) (£0.003) (££0.003)
Linear score 0.622 0.578 0.653 0.560 0.578
(£0.006)  (40.009) (££0.007) (£0.011) (££0.008)
Algorithm’s linear score 0.603 0.602 0.604 0.607 0.603
(£0.003)  (40.004) (££0.004) (40.003) (££0.003)
Advice influence 0.810 0.769 0.787 3 0.321
(£0.036)  (40.040) (£0.041) (4£0.040)
Advice acceptance rates 0.735 0.683 0.723 - 0.305
(£0.043)  (40.048) (£0.045) (£0.043)
Human initial risk prediction that is at least as 62.47%  56.84% 60.60% 52.46% 58.00%
accurate as the algorithmic risk assessment (£1.66%)  (£2.14%) (£+1.89%) (+1.99%) (£2.06%)
KL dlvergepce between the (.11str1.but.1ons of human initial 047 052 041 0.92 032
risk prediction and the algorithmic risk assessment
False-positive rates (FPR) 22.88%  39.39% 19.63% 52.64% 38.04%
(£1.82%)  (£3.45%) (£2.30%) (£4.18%) (£3.39%)
. 51.39%  43.55% 37.51% 36.28% 41.83%
False-negative rates (FNR) (£1.99%)  (£2.89%) (£2.72%) (£3.33%) (£2.62%)
Classification disparity 0.145 0.102 0.138 0.094 0.152

Table 1: Experimental results: Overview of main metrics.

process, the label of each such a prediction example is set to
1 (i.e., do advise) if the algorithm’s prediction is more ac-
curate than that made by the human, and to O (i.e., do not
advise) otherwise. The training data consist of 6,250 pre-
dictions made by 250 human participants, for 500 defendant
cases. Each participant was asked to predict for a series of 25
defendants, the defendants’ risk to violate their release terms
if released. In this dataset, in 33.31% of the predictions the
algorithm’s prediction was more accurate than the human’s
prediction. To better adapt to our target domain, which is a
new experiment in which humans interact with a learned ad-
vising policy rather than predict independently from it as in
our training data, we train our model on an augmented ver-
sion of the dataset. For more details on the learning process,
see Appendix C in the full paper [Noti and Chen, 2023].

3 Experimental Setup

We conducted an experiment on Mechanical Turk to evaluate
the quality of human predictions when assisted by our learned
advising policy. In the experiment, each participant was ran-
domly assigned to one of the experimental treatments (see
below), and was asked to predict the risk for a series of 50 de-
fendants (from 0% to 100%, in 10% intervals) to violate their
release terms if released, according to the decision pipeline
described above. Overall, there were 1,096 participants in
the experiment, who made a total of 54,800 predictions. The
experimental data are available on the authors’ website.

Our experimental design compares human prediction per-
formance in five experimental treatments. The first three
treatments compare human performance when assisted by ad-

vising policies of different learning quality: “Learned,” in
which humans were assisted by the learned advising policy
described above; “Random,” in which the subset of defen-
dant cases for which the human received the algorithmic ad-
vice was chosen at random, in the same frequency in which
the learned advising policy provided advice on the training
data; “Omniscient,” in which humans were assisted by an
advising policy that showed the advice exactly in those cases
where the algorithmic risk assessment was more accurate
than their initial (unassisted) prediction, based on the ground
truth of the defendant case (i.e., whether the defendant even-
tually violated his release terms). This provides an upper
bound for performance improvement that may be achieved
by improving the learning quality of our advising policy.

In addition, we ran a “No Advice” treatment in which
humans made the predictions on their own without observ-
ing the algorithmic risk assessment, and the “Update” treat-
ment from [Green and Chen, 2019b], in which humans first
made the prediction on their own and then always observed
the algorithmic prediction and were allowed to update their
prediction if they wished. The prediction structure in this
Update treatment led to the best human prediction perfor-
mance in [Green and Chen, 2019b], consistently with find-
ings in other recent studies (e.g., [Buginca et al., 2021; Groh
et al., 2022]) and with prior behavioral research that suggest
the importance of forming a pre-advice independent opinion
[Van Swol and Sniezek, 2005; Bonaccio and Dalal, 2006;
Sniezek and Buckley, 1995].

For comparability with the experimental results of [Green
and Chen, 2019b], we used in the experiment the same set
of 300 defendant cases that they used, which were sampled
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from the heldout dataset of the risk-assessment algorithm’s
training process, and followed their experimental setup and
procedure. 200 people or more participated in each of the
experimental treatments. For more details, see Appendix D
in the full paper [Noti and Chen, 2023].

4 Results

Next, we describe the main experimental results. Table 1
provides an overview of the results according to the main
metrics. All p-values and confidence intervals are generated
on distribution of performance at the participant level, unless
otherwise stated.

4.1 Learning Performance

Our analysis starts by evaluating the extent to which our
learned advising policy managed to generalize from the fixed
training data to the new domain of our experiment, which
includes new participants, new defendant cases, and impor-
tantly, live interaction between the advising policy and the
human decision maker. The experimental results show that
our learned advising policy managed to provide the advice
in the correct times, i.e., when the algorithmic risk assess-
ment was more accurate than the human’s initial risk predic-
tion, significantly more frequently than all other treatments
(except, of course, from the Omniscient treatment, which
by definition has perfect accuracy), obtaining accuracy of
74.1+£0.9%. This is compared with 58.441.5% accuracy in
the Random treatment in which the advice is given at ran-
dom times; with 42.0£2.1% accuracy in the Update treatment
which can be thought of as an “always advising policy;” and
with 52.5+2.0% accuracy in the No Advice treatment which
can be thought of as a “never advising policy.” In the Learned
treatment, in 37.5% of the predictions the algorithmic risk
assessment was more accurate than the human’s initial risk
prediction, and our learned advising policy provided the ad-
vice in 37.0% of the predictions, thus achieving calibrated
advice frequency. For further details, see Appendix E in the
full paper [Noti and Chen, 2023].

4.2 Impact on Human Prediction Performance

We turn to look at the actual impact of our learned advising
policy on the quality of the final predictions of the human de-
cision makers. For each risk prediction § € {0,0.1,...,1}
with ground truth y € {0,1} (0 for not violating the re-
lease terms or 1 otherwise), the prediction error is defined as
error = |y — {j|. We evaluate the prediction performance pri-
marily according to two measures that capture different error
patterns: the linear score (i.e., 1 — error) and the quadratic
score (i.e., 1 —error?), which is a proper scoring rule [Gneit-
ing and Raftery, 2007]. Evaluation according to additional
measures gives qualitatively similar results (see Appendix E).

Figure 2 shows the prediction performance of the human
participants in the experiment and the algorithmic predic-
tion performance, according to the linear score (left panel)
and quadratic score (right panel). See the full paper for the
full performance distributions. According to both score mea-
sures, human predictions in the Learned treatment have a
clear and statistically significant advantage over the No Ad-
vice, Random, and Update treatments, and specifically the

3042

066 —— NoAdvice ° 0.84
© 064 —— :‘pda_ts1 5 0.82
| igorithm O nan RS F--
§ 062 o 080
L 0.78
=060 TR b Bl
e 2 076 t
c058 { ®
=5 T o074
056 {’ """"" Corz by S8 B

0.54 0.70

o P‘d\‘\%‘e’daggo‘v“%%\‘\do\tga‘ge;\sﬁ\sd‘e“\

o P*d\‘\%%daggo‘v“%%“\do\tga‘ge(:\sﬁ\sd‘e“\

Figure 2: Participant performance in the experimental treatments,
and the algorithm’s performance, according to both linear and
quadratic scores. Error bars show 95% confidence intervals. The
No Advice, Update, and algorithmic benchmarks are presented on
the left of each figure, and for ease of comparison, their means con-
tinue as horizontal lines. The algorithm’s performance is computed
over its predictions for the cases given to participants in Learned.

ranking of performance, from best to worst, is: Omniscient,
Learned, Update, Random, and No Advice. The advantage
of the Learned treatment over the constant-advising Update
treatment demonstrates the usefulness of our learned advising
policy approach that considers input from the human deci-
sion maker, and provides advice that is focused only on those
places where it is likely to be useful. The performance of the
Random treatment shows that providing advice only in part
of the predictions does not lead in itself to an improvement in
the quality of human predictions, and that the learned advis-
ing approach is important to achieve this improvement. The
large gap of the performance of Omniscient above all other
treatments shows the potential for further improvement of hu-
man predictions by improving the learning quality of the ad-
vising policy (e.g., by utilizing more advanced computational
methods or larger datasets).

A comparison with the algorithmic performance shows that
according to the linear score human decision makers in the
Learned treatment outperformed the algorithm, while accord-
ing to the quadratic score the algorithm had better perfor-
mance.? Thus, we conclude that the prediction performance
of human decision makers when assisted by our learned ad-
vising policy was on par with the performance of the algo-
rithm. Humans in the Omniscient treatment outperformed the
algorithm by a large gap according to both measures, which
again shows the potential for further gains from improving
the learning quality. Reaching the algorithmic performance
is a notable improvement compared to prior advising meth-
ods in the human-AlI collaboration in decision making setting
that we consider that requires human agency, and in partic-
ular compared with the constant-advising Update treatment,
in which human prediction performance is typically signifi-
cantly inferior to that of the algorithm.

4.3 Human-Algorithm Interaction

Human Responsiveness to the Algorithmic Advice
We now look at the responses of the human decision makers
to the algorithmic advice. We measure human responsiveness

Note that the algorithm we use was trained to optimize quadratic
score, and thus it could be expected that it will have an advantage
according to this measure compared to other measures.
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Figure 3: The scarcity effect. The figures show for participants in the
Random treatment, scatter plots of the advice influence (Figure 3a)
and the advice acceptance rate (Figure 3b) vs. the advice frequency,
alongside the marginal distributions and the regression lines.

to the algorithmic advice, in those cases in which the advice
was given, by two measures:

1. Advice influence [Green and Chen, 2019b]: for each
prediction g}ﬁnassistsd for which an advice Qslg was

given, the influence is defined by I* = (stsiswd —

gﬁnassisted)/(gslg - yﬁnassisted)' This measure quan-
tifies the extent to which the human prediction after ob-
serving the advice changed from its initial value in the
direction of the value of the advice. It is similar to the
“weight of advice” measure [Yaniv, 2004]: when the
final (assisted) prediction falls within the initial (unas-
sisted) prediction and the advice, the influence reflects
the weight that a participant assigns to the advice. In-
fluence of 0 means that the participant ignored the ad-
vice, while an influence of 1 means that the participant
adopted the advice exactly. The influence values ranged
in [—6, 5], with 86.2% of the predictions in [0, 1].

2. Advice acceptance rate: considering predictions where
the initial prediction is different than the algorithmic
risk assessment, the advice acceptance rate is the fre-
quency in which the advice is exactly followed. Le.,
Pr(gsssisted = gglglgﬁnassisted 7& gslg and z = 1)

We observe a clear pattern (Figure 3), which we term a

“scarcity effect”: as the advice is given less frequently, it
tends to be followed by a stronger response on the human
decision maker’s part. Specifically, we look at the Random
treatment, in which advice is given at random times and thus
there is a natural variance in the frequencies in which partic-
ipants received the advice. We find that the advice frequency
is negatively correlated with the responsiveness of partici-
pants to the advice, as measured by the advice acceptance
rate (p = —0.23, p < 0.001) and by the advice influence
measure (p = —0.29, p < 0.0001). Additionally, we ob-
served that human responsiveness to the advice in the partial-
advising treatments (Random, Learned, and Omniscient) was
stronger, by a large gap, than the responsiveness in the Update
treatment in which algorithmic risk assessment was provided
for all predictions (Figure 10 in Appendix E in the full pa-
per). While the scarcity effect we observed in the Random
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treatment is sufficiently strong to explain such a gap (by ex-
trapolating the correlation pattern to an advice frequency of
100%), this gap could also result from other factors, and our
experimental design does not isolate the sources for the gap
in human responses between these treatments. See the full
paper for more details [Noti and Chen, 2023].

Indication of Human Learning

In order to see whether our human decision makers man-
aged to learn and improve over the course of the experi-
ment, we analyze the quality of participants’ initial (i.e., unas-
sisted) prediction in comparison with the algorithm’s predic-
tion (which is the only type of feedback that the participants
received in the experiment). Note that in all treatments par-
ticipants had the same information when making their ini-
tial predictions, and so differences between treatments in the
quality of these predictions are a result of some learning pro-
cess from the interaction with the different advising policies.

The results show that in all experimental treatments partic-
ipants managed to learn and improve their initial predictions
relative to the No Advice benchmark, and suggest that the in-
formed advising policies, namely Learned and Omniscient,
better facilitate human learning. Specifically, our first indica-
tion of human learning is that the overall frequency in which
the human initial prediction was at least as accurate as that of
the algorithm, was significantly higher than No Advice in all
experimental treatments, and was the highest in the Learned
and Omniscient treatments (Figure 11a in Appendix E in the
full paper). Second, looking over time, we find that this fre-
quency significantly increased with prediction period only in
the Learned and Omniscient treatments (Figure 11b and anal-
ysis in Appendix E). While these observations show a clear
learning effect with respect to the algorithmic feedback that
participants received, we find that this effect was only weakly
translated to an improvement in the quality of the initial pre-
dictions with respect to the ground truth. See the full paper
for further details [Noti and Chen, 2023].

Figures 4a and 4c show the learning effect in the Learned
and Omniscient treatments alongside the response of the ad-
vising policies to this effect, and demonstrate the advantage
of our two-sided interaction approach: as the human initial
prediction improves compared to the algorithmic prediction,
the learned advising policy identifies more cases in which the
algorithmic advice is not needed, and as a consequence pro-
vides significantly less advice. We note that the better learn-
ing observed in the Learned and Omniscient treatments may
result from a combination of several effects, which their im-
pact on human learning is not isolated in our experimental de-
sign; e.g., the higher informativeness of the given advice and
the higher responsiveness to the advice in these treatments.
Further studying the factors that facilitate human learning is
a broad and interesting direction for future work.

Tension between Imitating the Algorithm and Preserving
Complementary Human Strengths

The results so far show that participants managed to learn
from the algorithmic feedback and improve their initial pre-
dictions, and that this improvement was more substantial in
the Learned and Omniscient treatments than in the Random
and Update treatments. Now we turn to look directly at how
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Figure 4: Human learning. In blue: the average frequency in which the human initial prediction was at least as accurate as the algorithm’s
prediction, as a function of the prediction period. In red: the average frequency in which the advice was provided as a function of the
prediction period. The blue and red lines are the regression curves for the two measures. Only in the Learned and Omniscient treatments
these frequencies are significantly correlated with prediction period, and this learning effect resembles a “training wheels” pattern: as the
participants’ initial predictions improve, the algorithmic advice is useful less often and the frequency in which it is provided decreases.

the distributions of initial predictions differ between the dif-
ferent treatments. We demonstrate that this learning phe-
nomenon raises a tension between the extent to which humans
learn from the algorithmic advice on the one hand, and their
ability to preserve their own relative prediction strengths on
the other hand.

A comparison of the distribution of human initial predic-
tions and the algorithmic predictions shows that, as expected,
in the No Advice treatment, in which human predictions are
completely independent of the algorithmic predictions, the
distance between these two distributions is the largest (as
measured by KL divergence [Kullback, 1997], see Table 1).
The distribution of initial predictions in the Update treatment
was the closest to the algorithmic predictions, and the treat-
ments in which the advice was provided only in part of the
predictions had intermediate KL divergence values. This sug-
gests that in the Update treatment, in which participants con-
stantly observed the algorithmic risk assessment, the partic-
ipants learned to predict similar values to the feedback that
they observed, while in the partial advice settings this imita-
tion effect was moderated.

A closer look suggests that the partial advice has an advan-
tage in preserving human prediction behavior that is comple-
mentary to the predictions of the algorithm. A notable ex-
ample is that in the always-advising Update treatment partic-
ipants learned to almost never predict a certain low-risk value
of zero — a value that was never predicted by the algorithm,?
but was predicted by human participants in the No Advice
treatment in 10.5% of all predictions. This is despite the fact
that in the subset of instances in which humans predicted a
zero risk, their predictions were significantly more accurate
than their average prediction performance. By contrast, in the
Learned treatment participants preserved this relative strength
and predicted a risk of zero for 11.0% of the predictions, and
similarly to the No Advice treatment, with a higher accuracy
in those predictions relative to their average performance. See
more details in the full paper [Noti and Chen, 2023].

4.4 Fairness

We further examine how human decision makers assisted
by our advising policies perform with respect to defendants’

SRecall that the algorithm was optimized for minimizing
quadratic error, and so avoiding predictions of extreme values is a
typical outcome of such an optimization process.
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racial groups. We start by comparing the false-positive rates
(FPR) and false-negative rates (FNR) in our experiment for
black and white defendants (see Figure 5 and a summary in
Table 1, as well as Figure 13 in Appendix E in the full paper).
For each racial group, the group FPR is the rate in which de-
fendants from that group did not violate their release terms
but were wrongly classified as high-risk defendants, and the
group FNR is the rate in which defendants from the group
violated their release terms but were wrongly classified as
low-risk defendants. The decision threshold is the value that
optimizes F-score [Zou et al., 2016], which is 0.3 for each
treatment as well as for the algorithm, so that predictions
above 0.3 are classified as high-risk decisions and otherwise
are classified as low-risk decisions.*

First, the results show that the FPR in the Learned treat-
ment, for both black and white defendants, is substantially
lower than the FPR in the Update, Random, and No Advice
treatments, but at the cost of higher FNR (see Figure 5 as well
as more details in Appendix E in the full paper). Second, in
terms of FPR and FNR disparities between black and white
defendants, we find that the learned advising policy is compa-
rable to the Update treatment, and has a significant advantage
compared with the risk-assessment algorithm. For the details,
see the full version of the paper [Noti and Chen, 2023].

Figure 5 shows that according to both FPR and FNR, all
treatments have an error that is biased to the same direc-
tion which gives harsher predictions for black defendants.
We quantify this discrimination by defining “classification
disparity” for a treatment as: Pr(Y 0)(FPRBlack —
FPRwhite) + Pr(Y = 1)(FNRwhite — FNRpiack). The
classification disparity weighs the discrimination of black
compared to white non-risky defendants (the first term), and
the bias in favor of white compared to black risky defendants
(the second term). Equivalently, the classification disparity
can be interpreted in terms of utility from the point of view
of the defendant: the first term is the utility gap for non-risky
defendants and the second term is the utility gap for risky de-
fendants, both in favor of white defendants and are weighted
by the overall frequencies of risky and non-risky defendants
in the population.

“The same threshold is also obtained by taking the fraction of
high-risk defendants, which is 0.326 in our dataset (and since risk
predictions are in multiples of 0.1).
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Figure 5: False-positive rates (FPR) and false-negative rates (FNR)
for black and white defendants in each experimental treatment and
for the algorithm’s predictions.

We find that, interestingly, the algorithm has the highest
classification disparity (this is despite the fact that the algo-
rithm did not directly observe the defendant’s race whereas
the human participants did), the No Advice and Random
treatments have the least classification disparity, and Omni-
scient, Learned, and Update have intermediate disparity lev-
els with an advantage to Omniscient and Learned (see Table
1). When considering the accuracy-fairness tradeoff, the re-
sults show that Learned and Omniscient Pareto dominate the
Update treatment (Figure 14 in Appendix E in the full paper).
This tradeoff suggests that the use of informed advising poli-
cies in Learned and Omniscient allowed the human decision
makers on the one hand to extract gains from the high perfor-
mance of the algorithm, while on the other hand to moderate
its racial disparity.

Finally, in the full paper we analyze interaction disparity
according to the two measures studied in [Green and Chen,
2019b], to evaluate whether participants responded to the risk
assessment in a racially biased manner. In [Green and Chen,
2019b], every experimental treatment exhibited disparate in-
teractions, including the Update treatment (which is identical
to Update in our experiment) that yielded the smallest dis-
parity. Our experiment replicates the results for the first “in-
fluence disparity” measure for the Update treatment, but this
influence disparity was eliminated in the Learned and Omni-
scient treatments. The second “deviation disparity” observed
in [Green and Chen, 2019b] was not replicated in our experi-
ment, including in our Update treatment.

5 Discussion

What is the best way to use algorithms to advise human de-
cision makers? Existing methods constantly provide advice
and focus on optimizing the algorithmic advice itself or its
presentation or explanation to the human user. Motivated by
limitations of the constant-advising approach that frequently
advises the users in redundant or even harmful times, and by
the complementary abilities of humans and algorithms that
have been demonstrated in many settings, this paper proposes
a responsive advising approach, in which the algorithm inter-
acts with the human user and provides advice only when it is
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most beneficial for the human in making their decision.

We analyzed over fifty thousand human predictions in five
experimental treatments that compared our new responsive-
advising approach to the constant-advising approach and to
other benchmarks. Our analysis shows that people assisted by
responsive-advising policies succeeded in making predictions
that are more accurate and better preserve human relative
strengths, compared with people who constantly received the
algorithmic advice. Also, human predictions when assisted
by our advising policy achieved comparable performance to
the algorithm’s predictions in terms of accuracy, which, as
discussed, is a significant improvement over prior methods,
and had a significant advantage over the algorithm in terms
of fairness measures. Importantly, we showed that such an
advising policy that identifies when (and when not) to pro-
vide advice to the human user, based on input from the user,
can be automatically learned from existing data.

One basic explanation for the advantage of our approach
in terms of accuracy, is that our learned advising policies
managed to utilize, for every given prediction problem, both
the input from the algorithmic risk assessment and the input
from the human user. This resulted in providing the advice
in more informative times, and specifically, providing the ad-
vice when the algorithmic assessment was more accurate than
the human initial prediction and refraining from providing
misleading advice. Notably, in our implementation, the in-
put from the user was composed of solely the human’s initial
prediction. The results show that this single additional bit of
information that the Al system received already enabled this
significant advantage. Future work will determine whether
more complex inputs from the human users can further im-
prove the quality of the advising policies and their usefulness
for the users (e.g., by using active queries to the users, indi-
vidualized analyses of their historical behavior, or signals that
indicate their levels of confidence or engagement).

Aside from the direct impact on performance, our analysis
raises two concerns about the longer-term impact on human
decisions from constantly receiving input from an algorithm.
First, in the treatment where humans received algorithmic
advice all the time, this advice was followed by a weak re-
sponse, and importantly humans often failed to identify those
cases where this advice was especially useful for them. By
contrast, in the treatments where advice was given only in
selected times, this advice was followed by higher respon-
siveness on the side of the human decision makers. Indeed,
in a within-treatment analysis in the Random treatment, we
find a clear connection between the frequency in which the
advice is provided and human responsiveness to the advice,
which we term the “scarcity effect”: When advice is given
less frequently, it tends to be followed by stronger responses.
We conjecture that observing advice more frequently leads to
habituation in human responses, while scarce advice are per-
ceived as more valuable, however further research is needed
in order to explain the behavioral source of this effect. More
broadly, our study suggests the importance of studying the
effect of partial or conditional advising on advice utilization,
which in contrast to various other factors (see, e.g., review in
[Bonaccio and Dalal, 2006]) has not yet received attention in
behavioral literature.
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Second, our analysis of the initial predictions given by
the participants in the experiment (i.e., before observing the
algorithmic risk assessment), shows that people who con-
stantly observe the algorithmic advice learn to imitate the al-
gorithm’s past predictions. Arguably, this is instead of fo-
cusing on forming their own judgments for the problems at
hand. By contrast, in the interactive advising treatments, in
which advice was provided in only about one third of the
times, this imitation effect was moderated, and the distribu-
tions of human-predicted risk assessments preserved features
that were unique to human judgments (and not to the algo-
rithm), which almost completely disappeared in the constant-
advising treatment. This empirical observation of the imita-
tion effect raises a concern, which may in fact be inherent to
any algorithmic advising setting: on the one hand algorith-
mic advice assists humans to improve their decisions, but on
the other hand, through repeated exposure to the algorithm,
human decision makers may also internalize its biases and
weaknesses into their own judgments. Our results suggest
that the advising-policy approach that we propose manages
to balance this tradeoff to a good extent.

A potential limitation of the present study is that the find-
ings are based on predictions made by Mechanical Turk
workers in controlled experimental settings, rather than on
decisions made in practice by real human experts like judges
or clinicians. While controlled experiments with lay decision
makers are useful in isolating and suggesting human behav-
ioral tendencies that are then identified in practice [Guthrie et
al., 2000; Barberis, 20131, the effects in the “real world” may
differ from those in experimental settings due to the experi-
mental abstracted context and the decision makers’ domain
knowledge and levels of expertise [Tschandl er al., 2020;
Zhang et al., 2020]. Thus, continued research is important
in order to study the extent to which the findings generalize
to human-algorithm interactions in practice, and specifically
to test the usefulness of our responsive algorithmic-advising
approach in real Al-assisted decision making scenarios.

Algorithmic advising systems are becoming increasingly
prevalent in situations in which human judgment is important
and cannot be replaced by an algorithm. Such systems pro-
vide advice to human decision makers in high-stake domains
ranging from criminal justice to finance and healthcare, as
well as in day-to-day applications such as personal assistants
and recommendation systems. The ways in which we choose
to design such algorithmic advising tools shape our lives and
may have broad implications to society. The present study
points to the importance of asking when algorithms should
provide advice. The findings show that a responsive approach
that considers input from the human user and provides ad-
vice that is focused on those places where it is most needed
can better assist humans in making their decisions. Future
work will study how to best apply this approach in current
Al-assisted decision making systems, aiming to create bet-
ter human-Al collaboration that will efficiently harness Al
strengths to assist humans in making better decisions.
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Ethics Statement

This study deals with the use of artificial intelligence (AI)
to aid human decision making. It was reviewed and ap-
proved by the Harvard University Institutional Review Board
(IRB) (under the reference number IRB21-0851) and the Na-
tional Archive of Criminal Justice Data (NACJD)(data us-
age agreement DUA21-0771) to ensure that ethical consid-
erations were addressed during the research process.

Al-assisted decision making has the potential to bring
many benefits, but it also poses ethical risks. One concern
that may arise is about the potential misuse of the technol-
ogy to bias people to make decisions in directions that are not
beneficial for themselves. Our approach attempts to mitigate
this risk at the algorithmic level by decoupling the advising
policy from the risk-assessment algorithm, instead of training
a single end-to-end algorithmic component. This separation
constrains the risk-assessment algorithm to be trained to op-
timize the quality of its risk assessments independently of the
human decision maker, rather than learning to provide biased
assessments that aim to affect their decisions. Our advising
policy aligns well with the decision maker’s objective, pro-
viding advice only when it deems the algorithmic assessment
is more accurate than the human prediction. Another poten-
tial risk is that the Al assistance may unintentionally lead to
unfair outcomes and contribute to discrimination against cer-
tain groups of people. We analyzed our results for such po-
tential biases with respect to defendants’ racial groups. The
analysis suggests that the informed advising policies manage
to balance the impact of algorithmic advice on human predic-
tions by gaining from the algorithm’s high performance while
reducing its racial disparity.

The use of Al technology in decision making more broadly,
may raise concerns about removing human agency and re-
sponsibility from the decision-making process. When algo-
rithms alone are making the decisions, it may be difficult to
hold anyone accountable for the outcomes. Moreover, lack
of transparency in how these algorithms work can make it
difficult to understand the rationale behind specific decisions.
In this study, we focus on the setting in which the algorithm
only provides advice, but the human makes the final decision.
Furthermore, we use a decision structure that encourages hu-
mans to form an independent opinion: the human first makes
a prediction on his own and only then observes the algorith-
mic advice. However, our present study does not address the
issue of transparency, except for a high-level explanation of
the machine learning algorithm used. Explanatory informa-
tion from the algorithm regarding its decisions in combination
with our advising-policy approach is an interesting extension
for future studies.
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