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Abstract
Forecasting the block maxima of a future time window is a challenging task due to the difficulty in inferring the tail distribution of a target variable. As the historical observations alone may not be sufficient to train robust models to predict the block maxima, domain-driven process models are often available in many scientific domains to supplement the observation data and improve the forecast accuracy. Unfortunately, coupling the historical observations with process model outputs is a challenge due to their disparate temporal coverage. This paper presents Self-Recover, a deep learning framework to predict the block maxima of a time window by employing self-supervised learning to address the varying temporal data coverage problem. Specifically, Self-Recover uses a combination of contrastive and generative self-supervised learning schemes along with a denoising autoencoder to impute the missing values. The framework also combines representations of the historical observations with process model outputs via a residual learning approach and learns the generalized extreme value (GEV) distribution characterizing the block maxima values. This enables the framework to reliably estimate the block maxima of each time window along with its confidence interval. Extensive experiments on real-world datasets demonstrate the superiority of Self-Recover compared to other state-of-the-art forecasting methods.

1 Introduction
Forecasting the block maxima of a future time window is important as it enables us to anticipate the worst-case scenario expected to occur within the forecast period. In recent years, deep learning [Sagheer and Kotb, 2019; Laptev et al., 2017; Peng et al., 2018; Vaswani et al., 2017; Aliabadi et al., 2020] has become increasingly popular for time series forecasting due to their capacity to learn complex nonlinear relationships in data. However, since these methods are mostly designed to predict the conditional mean of the target variable rather than its tail distribution, they may not be effective at predicting the block maxima values. This has led to considerable interest in incorporating sound statistical principles from extreme value theory (EVT) into the deep learning formulation [Galib et al., 2022; McDonald et al., 2022; Wilson et al., 2022; Ding et al., 2019; Polson and Sokolov, 2020].

Forecasting block maxima is an inherently hard problem due to the limited availability of extreme values in historical data. Towards this end, process-based models have been developed in many scientific domains to simulate the future based on current understanding of the physical processes driving the changes observed in the system. For example, general circulation models (GCMs) are widely-used process-based models for generating forecasts of the future climate condition under varying greenhouse gas emission scenarios. Such model-based forecasts can be used as domain-informed predictors to complement the historical data and enhance the accuracy of time series forecasting models. However, integrating such model-based forecasts with historical observations is a challenge due to their disparate temporal coverage. For example, long-term historical records of the climate are dating back before the 20th century, whereas most of the archived scenarios of GCM runs are only available starting from mid-20th century since scenario development is time-consuming and costly [Winkler et al., 2011]. The missing values in model-based forecasts can significantly impede training of accurate models [Che et al., 2018].

Self-supervised learning [Ericsson et al., 2022; Jaiswal et al., 2020] offers a possible solution to remedy this problem by extracting useful features from the available time series and using the information for missing value imputation. While self-supervised learning has demonstrated remarkable success in applications such as image and natural language processing, its utility in imputing missing values in time series has remained relatively unexplored. In this paper, we present a self-supervised learning framework called Self-Recover to enable accurate forecasts of the block maxima using both historical observations and model-based forecasts. Specifically, a combination of contrastive and generative self-supervised learning methods along with a denoising autoencoder are used to impute missing values in the model-based forecasts. Self-Recover also employs a residual learning approach to combine representations of the historical and process model predictors so they can be used.
by downstream models for block maxima prediction. In this work, we employ DeepExtrema [Galib et al., 2022] as our downstream model due to its ability to simultaneously infer parameters of the generalized extreme value (GEV) distribution that characterizes the distribution of block maxima values and to accurately predict the block maxima of each time window along with its confidence interval.

In summary, the main contributions of the paper are:

1. We present a novel framework, Self-Recover, to simultaneously recover the missing values present in the outputs of process-based models and to accurately forecast the block maxima of a future time window.
2. We propose a self-supervised learning approach to impute both random and structured missing values present in a time series by integrating contrastive and generative learning schemes with a denoising autoencoder.
3. We present a residual technique to combine the representations from historical and model-based forecasts and show that it is better than simple concatenation.
4. We perform extensive experiments on real-world data to demonstrate the effectiveness of Self-Recover compared to state-of-the-art time series forecasting methods.

2 Preliminaries

2.1 Problem Statement

Consider a time series dataset that is partitioned into a set of potentially overlapping time windows, \(\{w_1, w_2, \ldots, w_n\}\). Each window \(w_t\) is defined by a time interval \([t_1 - \alpha, t_1 + \beta]\), where \(t_1 - \alpha, t_1\) denotes the historical period of the time window and \(t_1 + 1, t_1 + \beta\) denotes the forecast period. Let \(\{x_{1:t}\}\) be the time series associated with the target variable to be predicted and \(\{z_{1:t}\}\) be the time series associated with the output forecasts generated by a set of \(m\) process-based models. For each time window \([t - \alpha, t + \beta]\), we denote \(x_t = (z_{t-\alpha}, z_{t-\alpha+1}, \ldots, z_{t+\beta}) \in \mathbb{R}^{m+1}\) as the historical predictors, \(x_{M_0} = (z_{M_1}, z_{M_2}, \ldots, z_{M_\beta}) \in \mathbb{R}^{m\times\beta}\) as the model-based predictors, and \(y_t = \max_{\tau \in \{\alpha, \ldots, \beta\}} z_{\tau+t}\) as the true block maxima of the forecast period. Note that the model-based predictors \(x_{M_0}\) can be partially or completely missing for the given time window, as illustrated in Figure 1.

Our first objective is to impute the missing values in the model-based predictors \((x_{M_0}^t)\) available in \([t - \alpha, t]\). To do so, we will train a data imputation model \(f_{\text{impute}}: \mathbb{R}^{m+1} \rightarrow \mathbb{R}^{m\times\beta}\) to obtain the complete set of model-based forecasts, \(x_{M_1} = f_{\text{impute}}(x_{M_0}^t)\).

Our second objective is to predict the block maxima value \((y_t)\) of the future period \([t + 1, t + \beta]\) using both the historical predictors \((x_{H}^t)\) in \([t - \alpha, t]\) and the (possibly imputed) model-based predictors \((x_{M_1}^t)\) in \([t + 1, t + \beta]\). This is achieved by training a model \(f_{\text{forecast}}: \mathbb{R}^{m+1} \times \mathbb{R}^{m\times\beta} \rightarrow \mathbb{R}\) to predict the block maxima value, \(\hat{y}_t = f_{\text{forecast}}(x_{H}^t, x_{M_1}^t)\), along with its upper and lower quantiles, \(\hat{y}_U\) and \(\hat{y}_L\), respectively.

2.2 DeepExtrema Framework

The DeepExtrema framework [Galib et al., 2022] is designed to predict the block maxima of a time window by incorporating the following GEV distribution [Coles et al., 2001] into the training of deep neural networks (DNNs):

\[
G(y) = \exp \left\{-1 + \frac{\xi (\frac{y - \mu}{\sigma})}{}\right\}^{-1/\xi},
\]

where the GEV parameters define the location \((\mu)\), scale \((\sigma)\) and shape \((\xi)\) of the distribution. The GEV parameters are constrained to satisfy the following conditions:

\[
\sigma > 0 \quad \text{and} \quad \forall i \cdot 1 + \frac{\xi}{\sigma} (y_i - \mu) > 0.
\]

DeepExtrema uses a DNN to predict the block maxima value of a forecast period while simultaneously learning the parameters of its GEV distribution. The learned parameters can be used to estimate the forecast uncertainties by computing the \(p\)th quantile of the GEV distribution, \(y_p\), as follows:

\[
y_p = \mu + \sigma \left(-\log p\right)^{-\xi} - 1.
\]

Given a training set consisting of \(n\) block maxima values, \(\{y_1, y_2, \ldots, y_n\}\), DeepExtrema is trained to minimize the mean-square error of the block maxima prediction as well as the following negative log-likelihood function to ensure its predictions are consistent with the GEV distribution:

\[
\ell_{\text{GEV}}(\mu, \sigma, \xi) = n \log \sigma + \frac{\xi + 1}{\xi} \sum_{i=1}^n \log(1 + \xi \frac{y_i - \mu}{\sigma})
\]

DeepExtrema reformulates the GEV constraints given in (2) and reparametrizes the DNN output accordingly to ensure that the constraints are enforced during training. It further uses a model bias offset mechanism to ensure that the DNN output preserves the GEV constraints even when it is randomly initialized. The model bias offset mechanism would first compute the bias introduced by the randomly initialized network and then perform bias correction to mitigate its effect in subsequent training epochs. This strategy of debiasing the DNN outputs guarantees that the GEV parameters estimated by the DNN would satisfy the regularity conditions at all times even if the DNN was not properly initialized.

3 Proposed Self-Recover Framework

Self-Recover extends the DeepExtrema framework [Galib et al., 2022] to enable the incorporation of both historical observations and model-based forecasts as predictors for its block maxima prediction. Figure 2 presents a
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self-supervised learning schemes. A denoising autoencoder by employing a combination of contrastive and generative tured missing values present in the model-based forecasts added to the representation of the historical observations, Self-Recover: schematic diagram of the framework. Given the historical observations, Self-Recover initially imputes the structured missing values present in the model-based forecasts by employing a combination of contrastive and generative self-supervised learning schemes. A denoising autoencoder (DAE) is then used to impute values that are missing at random. Self-Recover implements two DNNs, consisting of stacked bidirectional LSTMs with a fully connected network, to learn the feature representations of the historical and model-based predictors separately. The learned model-based representation, \( h^M \), can be viewed as a residual term to be added to the representation of the historical observations, \( h^H \). The combined representation of \( h^T \) and \( h^M \) is then presented to a downstream model for block maxima prediction. Motivated by the DeepExtrema framework, the downstream forecasting module of Self-Recover works as follows:

\[
\begin{align*}
(\mu_t, \sigma_t, \xi_t) &= f(h^H_t + \alpha h^M_t) \quad (4) \\
\hat{y}_t, \hat{y}_L, \hat{y}_U &\sim GEV(\mu_t, \sigma_t, \xi_t) \quad (5)
\end{align*}
\]

Equation (4) specifies a DNN model for estimating the GEV parameters governing the distribution of block maxima values based on the input predictors. The estimated GEV parameters are then used to forecast the block maxima along with its upper and lower quantiles according to Equation (5).

3.1 Self-Supervised Imputation for Handling the Disparate Temporal Coverage Problem

To deal with the difference in temporal coverage of the model-based forecasts and historical observations, Self-Recover employs a combination of self-supervised imputation approaches shown in Figure 3.

First, a contrastive learning approach is used to derive the feature representation of the historical observations. Contrastive learning [Jaiswal et al., 2020] is a method for learning representations from unlabeled data by comparing different augmented versions of the same data sample. In the context of time series, this would involve training a DNN with pairs of time series, where each pair is either a positive example (two similar time series) or a negative example (two dissimilar time series). The DNN is trained to identify features that will distinguish between the positive and negative examples.

Given the historical time series \( x^H_t \) of a window \( w_t \), a data augmentation step is initially performed to produce two perturbed time series, \( (x^H_{1,t}, x^H_{2,t}) \). All other samples from the same mini-batch are treated as negative examples when paired with \( x^H_t \). We evaluated different strategies for data augmentation, including jittering, scaling, and flipping but found jittering to perform the best. The augmented time series are then presented to an encoder-decoder network to generate the initial model-based forecasts \( x^M_t \) as follows:

\[
x^M_t = \text{Decoder}(z^H_t) \text{ where } z^H_t = \text{Encoder}(x^H_t) \quad (6)
\]

The intermediate embedding \( z^H_t \) of the encoder is projected to a lower-dimensional space using a projection head \( g^{(*)} \), i.e., \( c^H_t = g(z^H_t) \). To ensure that the projected vectors \( c^H_t \) are similar for closely related samples, a contrastive loss is calculated to measure the similarity between two projected vectors. The contrastive loss for positive examples containing pairs of augmented time series generated from the same \( x^H_t \) should be smaller than that for negative examples.

The encoder-decoder network given in (6) is trained to generate an initial model-based forecasts \( x^M_t \) from the historical observations \( x^H_t \). Although the initially generated forecasts are complete, i.e., have no missing values, they may not be consistent with the true model-based forecasts \( x^M_0 \). Thus, they need to be calibrated to ensure their consistency with the available ground truth model-based forecast values. Since the ground truth forecasts may also contain missing values, a denoising autoencoder (DAE) [Vincent et al., 2010] is used. DAE is a type of autoencoder designed to reconstruct the original values from a corrupted input by learning a representation that is robust to noise. A DAE imputes values that are missing at random by treating them as noise and training an autoencoder to recover their original values.
To apply the DAE, missing values are introduced as noise to perturb the complete model-based forecasts \( x^M_t \). There are two cases to consider here. First, if its corresponding ground truth model-based forecasts \( x^{M_0}_t \) have missing values, then the same missing values are injected into \( x^M_t \). Second, if no ground truth model-based forecasts are available or if there are no missing values in \( x^{M_0}_t \), then the missing values are introduced randomly into \( x^M_t \). In both cases, a corrupted model-based forecasts, \( x^{M_t}_t \), is obtained from \( x^M_t \), as shown in Figure 3. The DAE is trained to reconstruct the complete model-based forecasts \( x^M_t \) from the corrupted version \( x^{M_t}_t \).

The embedding \( z^M_t \) generated by the DAE’s encoder is also projected to a lower-dimensional space using a projection head \( g' \cdot \cdot ) \) to obtain a projected vector \( c^M_t = g'(z^M_t) \). Once again, to ensure that the projected vectors are similar for similar input samples, a contrastive loss is introduced for \( c^M_t \). Finally, if the ground truth model-based forecasts \( x^{M_0}_t \) are available, a root-mean-square error (RMSE) loss is computed to ensure that the corrupted model-based forecasts \( x^{M_t}_t \) remains close to \( x^{M_0}_t \). The output of the DAE \( (x^M_t) \) is a complete set of model-based forecasts to be used for representation learning, as shown in Figure 2.

### 3.2 Optimization of Self-Supervised Imputation

The self-supervised imputation framework shown in Figure 3 is trained to minimize the following objective function:

\[
L_{SSL} = \ell^{RMSE}_M + \gamma_1 \ell^{RMSE}_H + \gamma_2 \ell^{RMSE}_M + \gamma_3 \ell^{RMSE}_{reconst} \tag{7}
\]

where \( \gamma_1, \gamma_2, \) and \( \gamma_3 \) are user-specified hyperparameters. The objective function \( L_{SSL} \) comprises of a weighted sum of the contrastive loss for historical observations and model-based forecasts as well as the reconstruction and RMSE losses.

For contrastive learning, Self-Recover adopts the NT-Xent (Normalized Temperature-scaled Cross Entropy) loss function used in [Chen et al., 2020]. The contrastive loss associated with the latent historical (\( \ell^{contr}_H \)) and model-based (\( \ell^{contr}_M \)) feature representations are defined as follows:

\[
\ell^{H}_{\text{contr}} = - \sum_{(i,j) \in P} \log \frac{\exp \left[ \text{sim}(c^H_{t,i}, c^H_{t,j}) \right]}{\sum_{k=1}^{2N} \sum_{k \neq i} \exp \left[ \text{sim}(c^H_{t,i}, c^H_{t,k}) \right]}
\]

\[
\ell^{M}_{\text{contr}} = - \sum_{(i,j) \in P} \log \frac{\exp \left[ \text{sim}(c^M_{t,i}, c^M_{t,j}) \right]}{\sum_{k=1}^{2N} \sum_{k \neq i} \exp \left[ \text{sim}(c^M_{t,i}, c^M_{t,k}) \right]}
\]

where \( P \) corresponding to the set of positive examples and \( \text{sim}(c_1, c_2) \) is the cosine similarity between two vectors.

The following reconstruction loss is used to train the DAE:

\[
\ell^{reconst} = \frac{1}{n} \sum_{i=1}^{n} ||x^M_{t,i} - \hat{x}^M_{t,i}||^2 \tag{9}
\]

where \( x^M_{t,i} \) is the initially generated model-based forecasts by the encoder-decoder network and \( \hat{x}^M_{t,i} \) is the output of the DAE for the \( i \)-th sample.

Finally, the RMSE loss between ground truth model-based forecasts, \( x^{M_0}_{t,i} \), and projected model-based forecasts \( \hat{x}^{M_0}_{t,i} \) is:

\[
\ell^{RMSE}_M = \frac{1}{n} \sum_{i=1}^{n} \frac{(x^{M_0}_{t,i} - \hat{x}^{M_0}_{t,i})^2}{n} \tag{10}
\]

Self-Recover optimizes the objective function given in Equation (7) in two phases. During the first phase, it starts by training using only samples from the time period (b) shown in Figure 1, where both historical and model-based forecasts are available. After several hundred training epochs, it will proceed to the second phase in which the network is trained using samples from both time periods (a) and (b). The optimization is carried out this way to take advantage of the samples from time period (b) which have ground truth values available. The ground truth enables us to compute the RMSE loss and allows the network to converge faster towards the right local minima solution. Samples from the time period (a) will not contribute to the RMSE loss given in Equation (10) since they have no corresponding ground truth model-based forecasts.
3.3 Temporal Representation Learning

The self-supervised imputation step described in the previous subsection enables all the structured and random missing values in the model-based forecasts to be imputed. This allows Self-Recover to learn the temporal representations of both historical predictors ($h_i^H$) as well as the model-based forecasts ($h_i^M$) using a combination of stacked bi-directional LSTM and fully connected networks. The next step is to combine the two learned representations ($h_i^H$ and $h_i^M$) so they can be used to infer the GEV distribution parameters. One way to do this is to concatenate them together into a single representation, but this would increase its dimensionality and number of DNN parameters to be estimated in subsequent layers. Such a DNN is harder to train and is more susceptible to the vanishing gradient problem [Hochreiter, 1998].

Alternatively, the learned representation of the historical predictors ($h_i^H$) can be regarded as a first-order approximation of the features. The learned representation from model-based forecasts ($h_i^M$) can be viewed as a residual (correction) factor to refine the representation error in $h_i^H$:

$$h_i^{(H+M)} = h_i^H + \alpha \times h_i^M,$$  \hspace{1cm} (11)

where $\alpha$ is a scalar hyperparameter for the residual weight.

We investigate the effectiveness of both approaches—simple concatenation versus residual learning—and compare their relative performance in terms of effectiveness (forecast accuracy) and efficiency (convergence rate). As will be shown in our experiments, although the accuracy of both approaches is quite comparable, Self-Recover achieves faster convergence when using the residual learning approach compared to simple concatenation.

3.4 Incorporating GEV Distribution for Block Maxima Prediction

The combined representation $h_i^{(H+M)}$ in (11) is used as input to a fully connected network to estimate the GEV parameters, $\mu$, $\sigma$, and $\xi$. Similar to DeepExtrema, Self-Recover must learn the GEV parameters in a way that preserves their inter-dependent constraints in (2). To do this, the hard GEV constraints are reformulated as soft constraints as follows:

$$\forall i: 1 + \frac{\xi}{\sigma}(y_i - \mu) + \tau \geq 0.$$  \hspace{1cm} (12)

The slack variable $\tau$ accommodates for minor violations of the second constraint in (2) as long as $1 + \frac{\xi}{\sigma}(y_i - \mu) > -\tau$. Since the constraint must be satisfied by all samples, the reformulation above can be re-parameterized as finding an upper ($\xi_u$) and lower bound ($\xi_l$) on $\xi$:

$$\frac{\sigma}{\mu - \min} (1 + \tau) \geq \xi \geq -\frac{\sigma}{\max - \mu} (1 + \tau).$$  \hspace{1cm} (13)

The fully connected network is therefore trained to generate $\xi_u$ and $\xi_l$ as its output instead of just a single value for $\xi$ (besides other GEV parameters, $\mu$ and $\sigma$). A regularization penalty involving $(\xi_u - \xi_l)^2$ is introduced into the loss function to ensure that the estimated parameters $\xi_u \approx \xi_l \approx \xi$. The estimated GEV parameters are subsequently provided to the model bias offset module to ensure that the estimated GEV parameters still satisfy the GEV constraints despite the random initialization of the DNN. More details on the model bias offset mechanism can be found in [Galib et al., 2022].

Finally, the learned GEV parameters are provided to a fully connected layer to predict the block maxima value ($\hat{y}_i$) associated with the time window. The estimated GEV parameters are also used to compute the upper and lower quantiles of the block maxima forecasts, $y_L$ and $y_U$, using Equation (3).

3.5 Block Maxima Prediction

To train the downstream model, Self-Recover combines a goodness-of-fit loss function with the standard sum of squared forecast error. This combination of loss functions allows the framework to find a GEV distribution that best fits the data while making accurate point estimation of the block maxima. The combined loss function is given by:

$$\mathcal{L}_{\text{Block-maxima}} = (1 - \lambda_1) \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 + \lambda_1 \left\{ \lambda_2 (\xi_{\text{GEV}}(\mu, \sigma, \xi) + (1 - \lambda_2) \sum_{i=1}^{n} (\xi_{u,i} - \xi_{l,i})^2) \right\},$$  \hspace{1cm} (14)

where $\lambda_1$ and $\lambda_2$ are hyperparameters that control the trade-off between different components of the loss function. Note that the goodness-of-fit loss term combines the negative log-likelihood function of the GEV distribution and the difference between the upper and lower-bound estimates of $\xi$.

The DNN for block maxima prediction is trained using the minibatch stochastic gradient descent algorithm with Adam [Kingma and Ba, 2014] optimizer. The trained network can be used to generate the block maxima prediction, $\hat{y}_i$, for any future input, along with its upper and lower bounds, ($y_L, y_U$), as well as the GEV parameters ($\hat{\mu}, \hat{\sigma}, \hat{\xi}$).

4 Experimental Results

We have performed extensive experiments to evaluate the performance of our Self-Recover framework. We consider the following two real-world datasets for our experiments.

**Hurricane.** We downloaded the ground-truth tropical cyclone intensity data (between 1851 and 2020) from the HURDAT2 database [Landsea and Franklin, 2013]. The dataset contains intensity of each hurricane reported at 6-hour intervals. We created non-overlapping time windows of length 16-time steps (i.e., 4 days) from the 3,111 hurricanes. We use the first 8 time steps for the predictor variables and the remaining 8-time steps as the forecast window. We also extracted the corresponding model output forecasts for 396 hurricanes (between 2011 and 2020) from 21 statistical and dynamical models, such as CMC (Canadian Global Model Forecast) and SHIP (SHIPS Model Intensity Forecast), from the Hurricane Forecast Model Output website at the University of Wisconsin-Milwaukee.\(^1\) After preprocessing, we have altogether 5912-time windows, out of which 768 of them contain both historical observations and model-based forecasts.

\(^1\) [http://derecho.math.uwm.edu/models]
Climate. We consider the daily maximum temperature data from the North American Regional Climate Change Assessment Program (NARCCAP) data archive\(^3\). The historical observations contain daily maximum temperature data of 3 climate stations (Maple City, Hart, and Eau Claire) along the eastern shore of Lake Michigan from 1978 to 1998. We then generate non-overlapping time windows of 14 days in length, with the first 7 days serving as the historical time window and the last 7 days serving as the target window for predicting its block maxima. The model-based forecasts are obtained from four regional climate models (RCMs), namely, CRCM, WRFG, HRM3, and RCM3. The RCM simulations are driven by four possible GCMs—CCSM, CGCM3, GFDL, and HadCM3. In total, the climate data contains 8 RCM-GCM model-based predictor variables. To evaluate the approaches, we completely remove the model-based forecasts from 1978 to 1985 and randomly remove 5% of the model forecasts of each time window from 1986 to 1998. The resulting data has 3285 time windows after preprocessing.

We compared the performance of Self-Recover against the following baseline methods: (1) Persistence: It uses the block maxima from the historical time window as the block maxima for the forecast time window. (2) MF (Model-based Forecasts): It simply computes the block maxima of the model-based forecasts as its prediction. (3) FCN: It uses a fully connected network to predict the block maxima given a set of predictors. (4) LSTM: It employs a bi-directional stacked LSTM network followed by a fully connected network to predict the block maxima. (5) Transformer: It uses an attention-based transformer network to predict the block maxima. (6) InceptionTime [Fawaz et al., 2020]: This is a state-of-the-art CNN-based time series classification method. We replace the final softmax layer with a fully connected network for block maxima prediction. (7) DeepPIPE [Wang et al., 2020]: It is an uncertainty quantification-based approach to predict block maxima. (8) EVL [Ding et al., 2019]: It uses an ad-hoc EVT-based loss function to predict the block maxima. (9) DeepExtrema [Galib et al., 2022]: It considers the GEV distribution for block maxima prediction. However, it uses only historical observations as its predictors.

### 4.1 Evaluation Setup

For evaluation of the block maxima prediction, each dataset was split into disjoint training, validation, and test sets at a ratio of 8:1:1. To evaluate the self-supervised missing value imputation, we further split the training data for block maxima prediction into training, validation, and test sets with a ratio of 8:1:1. We repeated our experiment 10 times, each time using a different random split. The time series data were standardized to have zero mean and unit variance. All the methods were trained by varying their DNN hyperparameters as follows: number of layers (2-6), number of nodes (8-128), learning rate (10\(^{-5}\) to 10\(^{-2}\)), and batch size (32, 64, 128, 256), while assessing their performance on the validation set. We also conducted hyperparameters tuning for the model hyperparameters, namely \(\gamma_1, \gamma_2, \gamma_3, \lambda_1, \) and \(\lambda_2\). We explored various combinations of these values, including

\[0.01, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\]. The best hyperparameters were chosen using Ray Tune, a tuning framework with ASHA scheduler. The training and evaluation were carried out on an NVIDIA Tesla K80 GPU.

We evaluated the performance of the proposed self-supervised missing values imputation on the corresponding test set using the following metrics: (1) Root mean squared error (RMSE) and (2) correlation between the imputed and ground truth values. For comparison, we also considered a random imputation technique in which the missing values were imputed by randomly drawing values from \(b(\mu, \sigma)\), where the mean (\(\mu\)) and standard deviation (\(\sigma\)) are computed from the available data. For block maxima prediction, we evaluated the performance of the methods on the test set using: (1) RMSE and (2) correlation between the predicted and ground truth block maxima as well as (3) Accuracy and (4) \(F_1\) score for classifying extreme events. For the Hurricane dataset, we define extreme hurricane intensity as values that exceed either (1) 111 mph (i.e., category 3 and above hurricanes) or (2) 130 mph (i.e., category 4 and above hurricanes). For the climate dataset, we define extreme temperature events as values that exceed either the 80th or 90th percentiles.

### 4.2 Experimental Results

Table 1 compares the forecasting performance of the various methods in terms of RMSE and correlation. The results show that the proposed Self-Recover framework outperformed all the baselines on both Hurricane and Climate datasets. To further validate the significance of the results, we conducted a t-test and computed the p-values of the difference in RMSE and correlation between Self-Recover

---

\(1\)https://www.narccap.ucar.edu/data/index.html

---

Table 1: Overall performance comparison in terms of RMSE and correlation of block maxima prediction.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Hurricane (Intensity)</th>
<th>Climate (Temperature)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>Correlation</td>
</tr>
<tr>
<td>Persistence</td>
<td>23.35</td>
<td>1.37</td>
</tr>
<tr>
<td>MF</td>
<td>17.12</td>
<td>0.80</td>
</tr>
<tr>
<td>FCN</td>
<td>16.62 ± 0.27</td>
<td>0.84 ± 0.04</td>
</tr>
<tr>
<td>LSTM</td>
<td>16.11 ± 0.24</td>
<td>0.85 ± 0.04</td>
</tr>
<tr>
<td>Transformer</td>
<td>15.31 ± 0.23</td>
<td>0.87 ± 0.04</td>
</tr>
<tr>
<td>Inception</td>
<td>15.51 ± 0.28</td>
<td>0.86 ± 0.03</td>
</tr>
<tr>
<td>DeepPIPE</td>
<td>17.02 ± 0.33</td>
<td>0.81 ± 0.04</td>
</tr>
<tr>
<td>EVL</td>
<td>15.61 ± 0.26</td>
<td>0.85 ± 0.04</td>
</tr>
<tr>
<td>DeepExtrema</td>
<td>15.86 ± 0.29</td>
<td>0.85 ± 0.03</td>
</tr>
<tr>
<td>Self-Recover</td>
<td>14.88 ± 0.22</td>
<td>0.90 ± 0.03</td>
</tr>
</tbody>
</table>

Table 2: Performance comparison in terms of accuracy and \(F_1\) score for predicting extreme events only.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Hurricane (Intensity)</th>
<th>Climate (Temperature)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Category 4 and above</td>
<td>Category 5 and above</td>
</tr>
<tr>
<td></td>
<td>About 90 Percentile</td>
<td>About 80 Percentile</td>
</tr>
<tr>
<td>MF</td>
<td>0.81 (0.80)</td>
<td>0.83 (0.84)</td>
</tr>
<tr>
<td>FCN</td>
<td>0.75 (0.78)</td>
<td>0.80 (0.82)</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.81 (0.82)</td>
<td>0.82 (0.85)</td>
</tr>
<tr>
<td>Transformer</td>
<td>0.84 (0.85)</td>
<td>0.87 (0.88)</td>
</tr>
<tr>
<td>Inception</td>
<td>0.83 (0.82)</td>
<td>0.85 (0.86)</td>
</tr>
<tr>
<td>DeepPIPE</td>
<td>0.77 (0.80)</td>
<td>0.81 (0.82)</td>
</tr>
<tr>
<td>EVL</td>
<td>0.85 (0.79)</td>
<td>0.86 (0.81)</td>
</tr>
<tr>
<td>DeepExtrema</td>
<td>0.84 (0.85)</td>
<td>0.86 (0.87)</td>
</tr>
<tr>
<td>Self-Recover</td>
<td>0.89 (0.90)</td>
<td>0.93 (0.92)</td>
</tr>
</tbody>
</table>
Table 3 compares the accuracy of each method in terms of classifying extremely high hurricane intensity and temperature events. Observe that Self-Recover outperforms all other baselines in terms of accuracy and $F_1$ score.

Effect of Self-supervised Missing Value Imputation. Table 3 compares the missing value imputation performance of Self-Recover against random imputation with Gaussian distribution. The results show that our self-supervised imputation approach significantly outperformed random imputation in terms of RMSE and correlation on all datasets.

Effect of Residual Learning. Table 4 compares the performance of Self-Recover when using simple concatenation to combine its learned representations against the residual learning approach. While their accuracies are quite similar, the training runtime for the simple concatenation approach is significantly higher due to its slower convergence.

4.3 Ablation Studies

We examine the effects of varying two hyperparameters of our algorithm, $\alpha$, and $\lambda_1$. The hyperparameter $\alpha$ determines the residual weight of the model-based representation when combined with the historical representation. As shown in Figure 5 (left), the RMSE generally increases with increasing value of $\alpha$. For both data sets, a smaller value of $\alpha$ results in higher performance, which validates our strategy for incorporating the model-based representation as a “residual” term to enhance the representation of historical observations.

The trade-off between minimizing point prediction (RMSE loss) and preserving the GEV distribution (GEV loss) of Self-Recover is determined by the hyperparameter $\lambda_1$ in Equation 14. A larger $\lambda_1$ places greater emphasis on GEV loss, which focuses more on extreme values. This can be seen from the results shown in Figure 5 (right), where the RMSE of the block maxima prediction decreases when $\lambda_1$ increases. This suggests that the combined loss is useful rather than using only the RMSE loss, thus validating the need to incorporate GEV distribution into the Self-Recover framework.

5 Conclusion

This paper introduces Self-Recover, a novel deep learning framework for predicting the block maxima of time series by handling disparate temporal coverage of predictors. A combination of contrastive and generative self-supervised learning schemes followed by a DAE is proposed to impute the structured and random missing values present in model-based forecasts. To learn and merge the representations from historical and model-based forecasts, we provide a residual technique and show that it is more efficient than the straight-forward concatenation method. Experimental results on real-world data demonstrate the superiority of Self-Recover compared to other state-of-the-art methods.
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