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Abstract
Traditional semi-supervised learning tasks assume
that both labeled and unlabeled data follow the
same class distribution, but the realistic open-world
scenarios are of more complexity with unknown
novel classes mixed in the unlabeled set. There-
fore, it is of great challenge to not only recognize
samples from known classes but also discover the
unknown number of novel classes within the unla-
beled data. In this paper, we introduce a new Open-
world Semi-supervised Novel Class Discovery ap-
proach named OpenNCD, a progressive bi-level
contrastive learning method over multiple proto-
types. The proposed method is composed of two
reciprocally enhanced parts. First, a bi-level con-
trastive learning method is introduced, which main-
tains the pair-wise similarity of the prototypes and
the prototype group levels for better representation
learning. Then, a reliable prototype similarity met-
ric is proposed based on the common representing
instances. Prototypes with high similarities will
be grouped progressively for known class recogni-
tion and novel class discovery. Extensive experi-
ments on three image datasets are conducted and
the results show the effectiveness of the proposed
method in open-world scenarios, especially with
scarce known classes and labels.

1 Introduction
Modern deep learning approaches have received widespread
attention and progressed rapidly with labeled datasets. De-
spite the many strengths, most of the approaches are based on
a close-world assumption, where the class distributions re-
main unchanged in the testing phase. But in the realistic open
world, the close-world assumptions can barely hold and novel
classes are likely to appear in the unlabeled set. For example,
in the field of autopilot, the model needs to not only recog-
nize the pre-trained traffic signs (known classes) but also dis-
cover the unknown obstacles (novel classes). For cybersecu-
rity, managers need to detect and classify network intrusions
as either existing types or unknown numbers of new types
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Figure 1: An illustration of the open-world semi-supervised novel
class discovery task, where there exist some unknown novel classes
in the unlabeled data in semi-supervised learning. The objective is
to recognize the samples from known classes while simultaneously
discovering the unknown number of novel classes within the unla-
beled data.

of attacks. Therefore, as shown in Figure 1, compared to the
close-world settings, the open-world scenarios are more com-
plicated with the following challenges.

Challenge 1: How to recognize the known classes and
detect the unknown class samples mixed in the unlabeled
dataset? Traditional semi-supervised learning tasks assume a
close-world setting, where the classes in the unlabeled set are
the same as the known labeled set. But for open-world sce-
narios, unknown class samples are mixed in the unlabeled set.
To tackle this problem, some robust semi-supervised learning
methods [Guo et al., 2020; Huang et al., 2021] are proposed,
in which all detected novel samples are simply and crudely re-
garded as outliers. The recently proposed ORCA [Cao et al.,
2022] can simultaneously cluster the different novel classes
in the unlabeled set, but with the assumption that the number
of novel classes is predefined.
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Challenge 2: How to better cluster the novel classes in
the unlabeled set with an extra disjoint labeled dataset? To
address this challenge, some novel class discovery methods
[Han et al., 2019b; Han et al., 2019a] are proposed, which try
to leverage useful knowledge from an extra labeled set to bet-
ter cluster the novel classes in the unlabeled data. However,
most of them hold the assumption that all samples are from
the novel classes in the testing phase. Therefore, these meth-
ods do not have the ability to identify known class samples
that are mixed with the unknowns in the test set. Recently,
GCD [Vaze et al., 2022] generalizes the novel class discovery
task to further recognize the known classes in the unlabeled
set. But the predictions can only be made in a transductive
way, which requires the whole test set.

Challenge 3: How to estimate the number of unknown
classes and match the suitable cluster hierarchy? Some tra-
ditional methods [Pelleg et al., 2000; Hamerly and Elkan,
2003] and recent deep learning methods [Leiber et al., 2021;
Ronen et al., 2022] are proposed to estimate the number of
clusters in unsupervised clustering tasks. However, it is dif-
ficult to determine the clustering level since several different
cluster hierarchies often exist in complex datasets. For ex-
ample, the CIFAR-100 dataset has 100 classes and they can
also be grouped into 20 superclasses. For the open-world set-
ting, some labeled samples can be used to better determine
the most suitable cluster hierarchy.

In this paper, we aim to address the aforementioned three
open-world challenges for the recognition of known classes
and the discovery of the arbitrary number of novel classes
in the unlabeled data. To this end, a progressive bi-level
contrastive learning method over multiple prototypes, named
OpenNCD, is proposed, which consists of two reciprocally
enhanced parts. First, a bi-level contrastive learning method
is introduced to maintain the pair-wise similarity in both
prototype and prototype group levels for better representa-
tion learning. The involved prototypes and prototype groups
can be regarded as representative points for similar instances
on fine-level (sub-classes hierarchy) and coarse-level (real-
classes hierarchy). Then, a new and reliable similarity met-
ric is proposed based on the Jaccard distances of common
representing instances. The most similar prototypes will be
grouped together to represent the same class. Finally, the
prototype groups are associated with real labeled classes for
known class recognition and novel class discovery.

Our contributions are summarized as follows:

• We propose a new approach to simultaneously tackle the
three challenges in open-world learning.

• We introduce a bi-level contrastive learning approach to
achieve better representation learning.

• We design a novel and reliable approach for novel class
discovery by progressively grouping the prototypes.

2 Related Works
2.1 Semi-supervised Learning
Traditional semi-supervised learning methods [Lee and oth-
ers, 2013; Xie et al., 2020; Berthelot et al., 2019; Sohn et
al., 2020; Li et al., 2021] assume a close-set scenario, in

which the classes of unlabeled samples are the same as the
labeled samples. However, in the realistic open world, un-
known novel classes exist and are often mixed in the un-
labeled set, which is very likely to bring significant per-
formance degradation to the classification of labeled known
classes. To deal with this problem, some robust open-
set semi-supervised learning methods [Chen et al., 2020b;
Yu et al., 2020; Guo et al., 2020; Huang et al., 2021] are
proposed. These methods usually assign the detected novel
classes as out-of-distribution samples with low weight to de-
crease the impacts in the training phase, but they cannot iden-
tify different novel classes in the detected novel samples. Re-
cently, ORCA [Cao et al., 2022] proposes a new approach to
further cluster the novel classes while recognizing the known
classes. However, it assumes that the number of unknown
novel classes is predefined, and that is just impossible for
open-world scenarios.

2.2 Novel Class Discovery
Novel class discovery tasks aim to cluster the unlabeled
novel classes with the help of a similar but disjointed ex-
tra labeled set, as proposed in several existing approaches
[Han et al., 2019b; Han et al., 2019a; Brbić et al., 2020;
Zhong et al., 2021]. However, it is assumed that all sam-
ples belong to the novel unknown classes in the testing phase.
Therefore, while these approaches are able to discover novel
classes in the unlabeled set, they cannot identify the known
classes which surely exist in the open-world setting. Re-
cently, GCD [Vaze et al., 2022] generalizes the novel class
discovery task to further recognize the known classes in the
unlabeled set. It relies on a well-train vision transformer
(ViT) model [Dosovitskiy et al., 2020] to extract better vi-
sual representation. However, in the testing phase, all testing
samples are required for clustering to get the final predictions,
which is unable to make predictions directly.

2.3 Class Number Estimation
In the open-world scenario, the number of classes or clus-
ters can not be obtained in advance. To estimate the num-
ber of classes during the procedure of clustering, most tradi-
tional methods [Pelleg et al., 2000; Hamerly and Elkan, 2003;
Kalogeratos and Likas, 2012] first initialize a certain number
of clusters, and then apply a criterion to determine whether
the clusters should be split or merged in an iteration way. In
the field of deep clustering, only a few recent works [Leiber et
al., 2021; Ronen et al., 2022] include the approach for cluster
number estimation. However, the samples in the dataset can
be clustered under different hierarchy levels since one class
category can be further divided into several sub-categories.
Therefore, it is difficult to choose the thresholds of criterion
to get the most suitable cluster hierarchy. In the open-world
scenario, one can determine the cluster hierarchy in the unla-
beled set by matching it with the labeled data to better esti-
mate the number of classes.

3 Proposed Method
3.1 Problem Definition
Given a dataset consisting of the labeled part Dl and unla-
beled part Du. We denote Dl = {(xi, yi)}mi=1, where label yl
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Figure 2: The proposed OpenNCD consists of two reciprocally enhanced parts. First, the bi-level contrastive learning method maintains
the similarity in positive pairs x and x′ on prototype level Lproto and prototype group level Lgroup for better representation learning. The
prototype prior regularization term Lreg prevents the prototypes from collapsing, while the multi-prototype cross-entropy term Lce aims to
maintain the known class recognition performance. Similar prototypes are grouped progressively as the model’s representing ability improves.

is from the set of classes Yl. We also denote Du = {(xi)}ni=1,
where the ground-truth label yu is from the unknown set of
classes Yu. In our open-world setting, the unlabeled set Du

consists of several novel classes that do not exist in the la-
beled set, namely, Yl ⊂ Yu. We consider Ynovel = Yu/Yl

as the set of novel classes. In addition, different from the
existing methods that obtain the number of novel classes in
advance, in our setting, the number of novel classes |Ynovel|
is an unknown value that requires estimation.

3.2 Framework
To handle this challenging task, we introduce a novel pro-
gressive bi-level contrastive learning method over multiple
prototypes. The multiple prototypes are trained to represent
the instances in the feature space. A bi-level semi-supervised
contrastive learning approach is designed to learn better rep-
resentations. A new approach is also proposed to group sim-
ilar prototypes in a progressive way for unknown novel class
discovery.

As shown in Figure 2, the whole framework is composed of
a feature extractor fθ and multiple trainable prototypes C =
{c1, ..., cK} in the feature space. The number of prototypes
K is predefined, which far exceeds the number of potential
real classes. We also conduct an experiment with the effect of
different K. The assignment probabilities from the instances
to the prototypes are calculated and further utilized for the
bi-level semi-supervised contrastive learning method to learn
better representations for class discovery.

To group the unlabeled prototypes and discover the classes,
a new metric based on common representing instances is pro-
posed to measure the similarity of two prototypes that belong
to the same class. The prototypes are grouped progressively
at the training stage. As the representation ability of the en-
coder networks increases in the iterative training, the instance

from the same class will be more compact and the associ-
ated prototypes will also have a higher similarity. In this way,
we can find reliable groups and estimate the number of novel
classes.

The objective function of the proposed approach includes
four components:

L = Lproto + Lgroup + λ1Lreg + λ2Lce (1)

where the first two terms are the bi-level contrastive loss, con-
sisting of the prototype-level similarity loss Lproto and the
group-level similarity loss Lgroup. Lreg is the prototype en-
tropy regularization loss and Lce is the multi-prototype cross-
entropy loss.

3.3 Bi-level Contrastive Learning
Prototype-level Similarity. Given an instance feature z
from the feature extractor and a set of prototypes C =
{c1, ..., cK}, we denote p ∈ R(m+n)×K as the assignment
probability from z to the prototype set C based on the cosine
similarity. And the assignment probability from z to the kth
prototype ck is given by:

p(k) =
exp

(
1
τ z · c

⊤
k

)∑
ck′∈C exp

(
1
τ z · c

⊤
k′

) , (2)

where τ is the temperature scale, and both z and c are l2
normalized.

The pair-wise semi-supervised contrastive learning tech-
nique is used for representation learning. Each instance in
a training batch is treated as an anchor point. The positive
point is obtained either by selecting another random instance
from the same class if it is labeled or by selecting its near-
est neighbor instance if it is unlabeled. Then the augmented
view of the anchor point is chosen to calculate the similarity
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with the selected positive point to create more discrepancy for
contrastive learning.

To make the two instances in a positive pair exhibit similar
assignment probabilities, we define the prototype-level simi-
larity loss as:

Lproto = − 1

m+ n

m+n∑
i

log⟨pi,p
′
i⟩, (3)

where pi and p′i denote the assignment probability of the an-
chor point and its positive point, respectively. ⟨·⟩ represents
the cosine distance. Note that we directly utilize the instances
in the same training mini-batch as positive samples to up-
date the encoder and prototypes, instead of sampling from
the entire dataset for negative samples. In this way, the pro-
posed model can be trained and updated online for large-scale
datasets.
Group-Level Similarity. The above prototype-level simi-
larity loss makes the instances represented by the fine-grained
prototypes. To learn better representation for class identifica-
tion, the instances should also be represented on the more
coarse-grained level to match the real class hierarchy. To this
end, we introduce a group-level similarity loss by represent-
ing the instances on the level of prototype groups.

Formally, a prototype group Cg is a set of similar proto-
types that are very likely to represent the same class, where
Cg ⊂ C and any two prototype groups are disjoint. The pro-
totypes are grouped in a progressive way for class discovery,
and the detailed grouping process is illustrated in Section 3.4.

Then, the assignment probability from instance feature z
to prototype group Cg can be obtained by:

q
(g)
i =

∑
ck∈Cg

exp
(
1
τ z · c

⊤
k

)∑
ck′∈C exp

(
1
τ z · c

⊤
k′

) . (4)

And the group-level similarity loss can be denoted as:

Lgroup = − 1

m+ n

m+n∑
i

(q′
i logqi + qi logq

′
i), (5)

where qi and q′i denote the assignment probability of two in-
stances in a positive pair, which can be regarded as the pseudo
label for each other on the group level reciprocally. Note that
here we utilize another form of contrastive similarity loss as
Equation 3 to extract knowledge from a different perspective
to prevent overfitting. Moreover, Equation 5 has the same
form as cross-entropy, which makes the model focus more on
group or class discrimination.
Prototype Regularization. Since multiple prototypes are
utilized to represent the feature distribution, some prototypes
or groups with low assignment probabilities might be ignored
during the optimization. More seriously, all of the instances
are assigned to the same prototype in some cases, leading to
model collapse. To solve this problem, we introduce a pro-
totype regularization term to regularize the marginal assign-
ment probability on prototypes pproto ∈ RK to be close to
a balance prior pprior by Kullback-Leibler (KL) divergence,
which is given by:

Lreg = KL (pproto ∥ pprior) , (6)

where

pproto =
1

m+ n

m+n∑
i

pi, (7)

We expect to prevent the possible collapsing when all in-
stances are assigned to the same single prototype group, and
meanwhile, ensure that all the prototypes are utilized to rep-
resent distinct characteristics of the complex class distribu-
tion. Therefore, we design the prior pprior to bring a uniform
distribution among the prototype groups and also among the
prototypes in one group, which is denoted as:

p
(k)
prior =

1

Ng × |Ck|
, (8)

where k denotes the prior of the kth prototype ck, Ng is the
number of all prototype groups in the current stage, and |Ck|
is the number of prototypes of the group which ck belongs to.
Multi-Prototype Cross Entropy. The above objectives
mainly focus on unsupervised representation learning. To fur-
ther improve the capability of known class recognition, the
supervised multi-prototype cross-entropy loss is introduced.

Note that the prototype groups are unlabeled in the progres-
sive grouping stage, we hope that the prototype groups can be
matched to the real class levels where each prototype group
represents one class. To this end, we utilize the Hungarian
algorithm [Kuhn, 1955] to match the known classes with the
prototype groups. In this way, for the labeled instances, we
obtain their ground truth label on the prototype groups. Then,
the supervised multi-prototype cross-entropy loss is defined
as:

Lce = − 1

m

m∑
i

(log q
(y)
i ), (9)

where q
(y)
i is the assignment probability on the ground-truth

group, which is given by:

q
(y)
i =

∑
ck∈Cy

exp
(
1
τ zi · c

⊤
k

)∑
ck′∈C exp

(
1
τ zi · c

⊤
k′

) . (10)

Note that Equation 9 has a similar form as Equation 5. The
difference is that Equation 5 regards the group assignment
probability of the other view as the pseudo label while Equa-
tion 9 utilizes the ground-truth labels directly.

3.4 From Prototypes to Classes: Progressive
Prototype Grouping

In this section, we elaborate on the process of prototype
grouping with the aim of progressively discovering the un-
known number of novel classes.

First, a novel similarity metric is proposed to judge the sim-
ilarity between two prototypes, which is shown in Figure 3.
Specifically, for an instance feature z, its assignment proba-
bility p is sorted on all prototypes. The prototypes with top κ
largest assignment probabilities are regarded as the associated
prototypes of z, and in turn, z is regarded as a representing in-
stance of prototype c. The set of all representing instances of
prototype c is denoted as:

Γ(c) = {zi|(c ∈ Topκ(qi))} . (11)
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Figure 3: Similarity metric. In this example, each instance has 3
associated prototypes (with top 3 assignment probabilities over all
prototypes). The similarity score is computed by Jaccard distance
over the representing instance sets of two prototypes.

Intuitively, two prototypes are more likely to belong to the
same class if they have more common representing instances.
Therefore, we calculate the similarity score of two prototypes
by the Jaccard distance over their representing instance sets,
given by:

sij =
|Γ(ci) ∩ Γ(cj)|
|Γ(ci) ∪ Γ(cj)|

. (12)

At each epoch, the similarity between each two proto-
types is calculated to form an affinity matrix. Some graph-
based clustering methods can then be utilized to detect the
densely connected prototypes, which are regarded as proto-
type groups. A simple way is to find the prototype groups
by linked prototypes, where the similarities are over a certain
threshold δ. Some approaches that do not require a predefined
number of classes can also work, such as Louvain [Blondel et
al., 2008] and affinity propagation [Frey and Dueck, 2007].
To ensure the novel classes are clustered into the same hier-
archical level as the known classes, the threshold δ (or the
parameter to control the clustering hierarchy) is adjusted au-
tomatically by achieving the highest accuracy on the labeled
known class samples. With the increasing representation abil-
ity of the feature extractor and prototypes, more reliable pro-
totype groups can be obtained gradually.

4 Experiments
4.1 Experimental Setup
Datasets. Our proposed approach1 is evaluated on three
widely-used datasets in the standard image classification
tasks including CIFAR-10 [Krizhevsky, 2009], CIFAR-100
[Krizhevsky, 2009], and ImageNet-100, which is randomly
sub-sampled with 100 classes from ImageNet [Deng et al.,
2009] for its large volume. For each dataset, the first 50%
classes are regarded as known and the rest 50% as unknown.
Further, only 10% of the known classes are labeled, with the
unknown and the rest of the known all unlabeled.

1Code and appendix at https://github.com/LiuJMzzZ/OpenNCD

Evaluation Metrics. Following the evaluation protocol in
[Cao et al., 2022], we evaluate performance on both the
known and the novel classes. For known classes, the clas-
sification accuracy is measured in the testing phase. For un-
known classes, the clustering accuracy is calculated by solv-
ing the prediction-target class assignment based on the Hun-
garian algorithm [Kuhn, 1955]. Moreover, we also calculate
the clustering accuracy on all known and novel class samples
to measure the overall performance of the proposed model.

Implementation Details. In the proposed method, Resnet-
18 is used as the backbone of the feature extractor, which
is pre-trained by SimCLR [Chen et al., 2020a] in an unsu-
pervised way. To avoid overfitting, we fix the parameters
in the first three blocks of the backbone and only finetune
the last block. 50 prototypes are utilized for the CIFAR-10
dataset and 500 for both the CIFAR-100 and ImageNet-100
datasets with a fixed dimension of 32. We adopt an Adam op-
timizer with a learning rate of 0.002 and fix the batch size
to 512 in all experiments. The temperature scale τ is set
to 0.1 suggested by most of the previous methods, and the
weight of the last two terms in the objective function is set to
{λ1, λ2} = {1, 1}. κ is set to 5 in prototype grouping.

4.2 Comparison with Baselines
Baselines. Our proposed method is compared with two
baseline methods ORCA [Cao et al., 2022] and GCD [Vaze
et al., 2022]. ORCA is proposed for the open-world semi-
supervised learning problem with a predefined number of
novel classes. For consistency, our experiment settings
are following the same protocol of ORCA from its public
code. GCD utilizes a more sophisticated pre-trained back-
bone which exhibits high performance during initialization,
and we replace it in the public code with the Resnet-18 net-
work same as in our settings for a fair comparison. Note that
in the original paper of ORCA, the ratio of labeled data of the
known classes is set to 50%, which is a relatively high ratio
for semi-supervised learning. Here we consider comparing in
a tougher and general scenario, where only 10% known class
data are labeled. We also report the result with the labeled
ratio of 50% as an additional result in our appendix1.

Extended Baselines. We also compare the recent novel
class discovery methods and robust semi-supervised learn-
ing methods by extending them into our open-world set-
tings. Novel class discovery methods can only cluster novel
classes but cannot classify the unlabeled samples to the
known classes. Here, we compare two novel class discov-
ery methods: DTC [Han et al., 2019b] and RankStats [Han et
al., 2019a]. To extend them for known class recognition, we
regard the known class samples as unknown and detect them
the same way as normal unknown classes. Then we report the
accuracy by using the Hungarian algorithm for label match-
ing. The traditional semi-supervised learning methods cannot
discover novel classes mixed in the unlabeled data. We select
two methods: FixMatch [Sohn et al., 2020] and DS3L [Guo
et al., 2020], and extend them for novel class discovery. The
samples with lower confidence scores or weights are selected
as unknown class samples, which are clustered by k-means,
and the clustering accuracy is reported.
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CIFAR-10 CIFAR-100 ImageNet-100
Methods Known Novel All Known Novel All Known Novel All

FixMatch† 64.3 49.4† 47.3 30.9 18.5† 15.3 60.9 33.7† 30.2
DS3L† 70.5 46.6† 43.5 33.7 15.8† 15.1 64.3 28.1† 25.9
DTC∗ 42.7* 31.8 32.4 22.1* 10.5 13.7 24.5* 17.8 19.3
RankStats∗ 71.4* 63.9 66.7 20.4* 16.7 17.8 41.2* 26.8 37.4
SimCLR∗ 44.9* 48.0 47.7 26.0* 28.8 26.5 42.9* 41.6 41.5
ORCA 82.8 85.5 84.1 52.5 31.8 38.6 83.9 60.5 69.7
GCD 78.4 79.7 79.1 49.7 27.6 38.0 82.3 58.3 68.2

OpenNCD 83.5 86.7 85.3 53.6 33.0 41.2 84.0 65.8 73.2

Table 1: Accuracy comparison of known, novel, and all classes. The dataset is composed of 50% known classes and 50% novel classes, with
only 10% of known classes labeled. Asterisk (∗) denotes that the original method cannot recognize known classes, which are extended by
matching the discovered clusters to the classes in the labeled data. Dagger (†) denotes that the original method cannot discover novel classes,
which are extended by performing clustering on the out-of-distribution samples.

Methods PredNum Acc NMI
X-means 13.8 ± 6.3 38.3 ± 3.1 37.2 ± 9.3
G-means 28.2 ± 2.1 35.8 ± 0.1 50.8 ± 0.4
DipDeck 8.16 ± 0.8 66.8 ± 4.7 67.0 ± 1.3

Ours(0% label) 9.4 ± 1.1 78.3 ± 1.6 71.2 ± 2.1
Ours(10% label) 9.8 ± 0.4 86.2 ± 0.5 79.6 ± 0.6

Table 2: Class number estimation in the unlabelled data. We report
the results on the CIFAR-10 dataset averaged by 5 runs.

Comparison Results. The results of all compared methods
are presented in Table 1, including the accuracy of known
classes, novel classes, and all classes. As an additional base-
line, we also run k-means directly on the output features of
the encoder which is pre-trained by SimCLR and include the
obtained results without extra training. Since most baselines
cannot deal with the class number estimation task, we assume
the number of novel classes is known for all methods. For the
extended method, the ”all” scores are not the average of the
”known” and ”novel” scores, because the marked scores (∗ or
†) are calculated in an extended and different way. The re-
sults in Table 1 demonstrate that simultaneously recognizing
known classes and clustering novel classes in the open-world
setting is difficult for traditional methods. However, our pro-
posed method can handle these complex tasks effectively with
better performance than baselines.

4.3 Estimating the Number of Classes
The previous experiments assume that the number of novel
classes is known, so we further conduct an experiment under
the scenario where the real number of novel classes is un-
known. To this end, the proposed method is compared with
some traditional class number estimation methods including
X-means [Pelleg et al., 2000], G-means [Hamerly and Elkan,
2003], and a recent deep clustering method DipDeck [Leiber
et al., 2021]. For the above three methods, we extract the fea-
tures of the CIFAR-10 dataset from the pre-trained backbone,
which is the same as in our method. Since these three meth-
ods are all unsupervised, we report the results of our method
in two settings including (a) trained with no labeled data, as in

Methods Seen Novel All
w/o Lreg 11.9 14.2 29.3
w/o Lce 27.9 25.6 23.5

w/o Lgroup 44.0 26.0 33.5
w/o Lproto 50.3 31.7 39.7
OpenNCD 53.6 33.0 41.2

Table 3: Ablation analysis on the components of the objective func-
tion. We report the results on the CIFAR-100 dataset with 50%
known and 50% novel and 10% of the known labeled.

the three methods, and (b) trained with 50% known and 50%
novel and 10% of the known labeled, as in the previous exper-
iments. The results in Table 2 demonstrate that our proposed
method can better deal with the class number estimation task
even without the labeled data.

4.4 Ablation and Analysis
Ablation Study. In Table 3, the contributions of different
parts of the loss functions in our proposed approach are an-
alyzed, including the prototype-level similarly Lproto, the
group-level similarity Lgroup, the multi-prototype cross en-
tropy Lce and the prototype regularization Lreg . To investi-
gate the importance of these terms, the ablation study is con-
ducted by removing each term separately from the objective
function. We can infer from Table 3 that all the components
contribute to our proposed method. Moreover, the result with
Lgroup removed demonstrates the importance of grouping,
and the result with Lproto removed proves the benefit of mul-
tiple prototypes in representation learning.
Effect of the Novel Class Ratio. As shown in Figure 5,
we evaluate the performance on the CIFAR-10 dataset with
the ratio of novel classes ranging from 0.1 to 0.9. We report
the accuracy of all classes by unsupervised clustering accu-
racy, which can be considered as a good proxy for the overall
performance. Despite the inevitable performance degrada-
tion due to the increase in the novel class ratio, OpenNCD
still performs better than the two strong baselines, especially
at higher novel class ratios. The result in Figure 5 indicates
that our proposed approach can better face task scenarios with
higher openness.
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Figure 4: T-SNE visualization of learned feature representation for CIFAR-10 with 50% known classes (10% labeled) and 50% novel classes
on (a) pre-trained ResNet-18 by SimCLR, (b) ORCA (Baseline), and (c) OpenNCD (Ours) with 50 prototypes. Colors represent classes.
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Figure 5: Performance of ORCA, GCD, and the proposed method
on the CIFAR-10 dataset with different novel class ratios.

Benefits of Multiple Prototypes. To investigate the effect
of the number of prototypes K, we conducted experiments
by increasing it from the actual number of classes (10) to a
large number (500) on the CIFAR-10 dataset. The results are
shown in Figure 6. It can be observed that using multiple pro-
totypes rather than a single one, to represent the distribution
of each class, improves the performance of both known and
novel classes. Moreover, representing class distributions us-
ing a single prototype requires prior knowledge of the number
of new classes. When the number of new classes is unknown,
multiple prototypes are employed to represent the class distri-
bution, which will be grouped progressively to discover novel
classes. Further increasing the number of prototypes does not
result in continuous improvement in representation learning,
and the performance tends to stabilize. We can still infer that
more prototypes would be beneficial when the data distribu-
tion is more complex and harder to approximate.

Visualization of the Feature Space. In Figure 4, we show
the learned latent space of the raw pre-trained ResNet-
18, ORCA, and the proposed OpenNCD on the CIFAR-10
dataset. The high-dimensional latent features are reduced to
2D by T-SNE [Van der Maaten and Hinton, 2008]. As shown
in Figure 4(a), the raw ResNet-18 features are mixed with
each other and do not form clear clusters. In the latent space
of ORCA shown in Figure 4(b), the instance features are more
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Figure 6: Performance on the CIFAR-10 dataset with number of
prototypes varying from 10 (single prototype for each class) to 300.

separated, but they are of irregular shapes and do not cluster
compactly enough. Comparatively, Figure 4(c) shows the la-
tent space of the proposed OpenNCD, where the features are
represented by 50 prototypes and 10 prototype groups rep-
resented by different colors. We can see the prototypes are
linked in each group and features distribute closely around
the associated prototypes and groups, forming very compact
and clear clusters, which benefits our progressive prototype
grouping approach for discovering novel classes.

5 Conclusion
In this paper, we tackle the three challenges simultaneously
in the open-world setting, including known class recogni-
tion, novel class discovery, and class number estimation. To
this end, we propose a novel method named OpenNCD with
two reciprocally enhanced parts. First, a bi-level contrastive
learning method maintains the pair-wise similarity of the pro-
totypes and the prototype group levels for better representa-
tion learning. Then, a progressive prototype grouping method
based on a novel reliable similarity metric groups the proto-
types, which are further associated with real labeled classes
for novel class discovery. We conduct extensive experiments
and the results demonstrate that our proposed method can
deal with the challenges effectively in the open-world setting
and outperform the previous methods.
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