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Abstract
Deep reinforcement learning (DRL) requires the
collection of interventional data, which is some-
times expensive and even unethical in the real
world, such as in the autonomous driving and
the medical field. Offline reinforcement learning
promises to alleviate this issue by exploiting the
vast amount of observational data available in the
real world. However, observational data may mis-
lead the learning agent to undesirable outcomes
if the behavior policy that generates the data de-
pends on unobserved random variables (i.e., con-
founders). In this paper, we propose two decon-
founding methods in DRL to address this problem.
The methods first calculate the importance degree
of different samples based on the causal inference
technique, and then adjust the impact of different
samples on the loss function by reweighting or re-
sampling the offline dataset to ensure its unbiased-
ness. These deconfounding methods can be flexi-
bly combined with existing model-free DRL algo-
rithms such as soft actor-critic and deep Q-learning,
provided that a weak condition can be satisfied by
the loss functions of these algorithms. We prove the
effectiveness of our deconfounding methods and
validate them experimentally.

1 Introduction
Human beings can learn from observation (e.g., in astron-
omy) and experimentation (e.g., in physics). For example,
people understand the laws of astronomy by observing the
movements of celestial bodies and the laws of physics by do-
ing physical experiments. Analogously, agents can learn in
these two ways as well. In some cases, however, experimen-
tation (i.e., the collection of interventional data) can be ex-
pensive and even unethical, while observational data are easy
to obtain. For example, it is unsafe for an agent to learn to
drive a car on a real road, but we can easily collect data from
a human driving a car with sensors.

Reinforcement learning (RL) [Sutton and Barto, 2018] is
generally regarded as an interactive learning process, which
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means that the agent learns from the interventional data
generated by experimentation. As a type of RL meth-
ods, offline RL [Kumar et al., 2020; Levine et al., 2020;
Siegel et al., 2020; Ernst et al., 2005; Fujimoto et al., 2019;
Kumar et al., 2019; Agarwal et al., 2020; Jaques et al., 2019]
has been proposed to study how to enable RL algorithms to
learn strategies from observational data without interacting
with the environment.

Most existing offline RL methods are based on an assump-
tion that O1 = O2 = O3, where o1∈O1 denotes the ob-
servation of the environment in which the offline data is col-
lected, o2∈O2 denotes the observation in the offline data, and
o3 ∈ O3 denotes the observation in the online data where
the agent trained using the offline data is tested (In the driv-
ing car example, o1 represents the environmental information
perceived by the driver, o2 represents the environmental in-
formation collected by the sensors, and o3 represents the en-
vironmental information perceived by the agent in the testing
environment.). This assumption, however, is often difficult to
hold in real-world problems. The driver may be able to see
more broadly than the sensors, to judge if the road is slippery
based on weather conditions, or even to receive traffic condi-
tions around them based on the radio, therefore, it is generally
that O1 ̸= O2. If the driver makes a decision based on the
information not collected by the sensors, i.e., there are unob-
served random variables (confounders) that affect the action
and the next sensory observation at the same time, the ob-
servational data generated by the driver may be misleading.
An agent then learns the wrong dynamics of the environment
based on this misleading information, leading to a biased es-
timation of the value functions and the final policies.

Some researches [Sen et al., 2017; Kallus and Zhou, 2018;
Wang et al., 2021; Gasse et al., 2021] in recent years study
how to train an agent using offline data with the confounders
based on the causal inference techniques. However, most of
these researches [Sen et al., 2017; Kallus and Zhou, 2018]
only target at the bandit problems. Other approaches propose
deconfounding methods in RL settings but they are based
on certain assumptions such as linear reward/transition func-
tions [Wang et al., 2021], small state spaces [Gasse et al.,
2021], or a complex correlation between the features [Wang
et al., 2021]. Therefore, these approaches only work for spe-
cific types of offline RL algorithms, and cannot be applied to
large and continuous environments (See Section 5 for more
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details.). To address these problems, we propose two kinds
of deconfounding methods based on the importance sam-
pling and causal inference techniques. Our deconfounding
methods first estimate a conditional distribution density ra-
tio through the least-squares conditional density estimation
(LSCDE) [Sugiyama et al., 2010; Rothfuss et al., 2019], and
then adjust the impact of different samples on the loss func-
tion to ensure the unbiasedness of the loss function. Specifi-
cally, we make the following contributions.

1) Unlike the existing importance sampling techniques in
off-policy evaluation (OPE) [Kallus and Zhou, 2020;
Gelada and Bellemare, 2019; Hallak and Mannor, 2017],
we estimate a conditional distribution density ratio,
which keeps constant in the learning process, and thus
can be applied to the RL field.

2) In the proposed deconfounding methods, we decouple
the deconfounding process from the RL algorithm, i.e.,
we can uniformly incorporate the conditional distribu-
tion density ratio into the loss functions of the offline
RL algorithms. In other words, our plug-in deconfound-
ing methods can be combined with existing offline RL
algorithms provided that a weak condition is satisfied.

3) Furthermore, since we do not learn a latent-based tran-
sition model, and do not assume a complex correlation
between the features, our deconfounding methods do not
contain a complex computational process, and thus can
be applied to large and continuous environments.

4) We prove theoretically that these two deconfounding
methods can construct an unbiased loss function w.r.t.
the online data, and thus improve the performance of
the offline RL algorithms. The experimental results ver-
ify that the proposed deconfounding methods are effec-
tive: offline RL algorithms using deconfounding meth-
ods perform better on datasets with the confounders.

2 Background
In this section, we define a confounded Markov decision pro-
cess (CMDP) (similar to [Wang et al., 2021]) and two cor-
responding structural causal models (SCMs) to describe the
RL tasks, in which the offline data include unobserved con-
founders between the action, reward and next state, and the
online data include no confounder between these variables. In
specific, there are both continuous random variables X and
discrete random variables Y in our problems. Without loss of
generality, we assume that any discrete random variable be-
longs to the set of integers. The probability density function
P (x,y) of the discrete and continuous random variables is
given as follows:

P (x,y) =
∂p

∂x1 · · · ∂xp
Pr (X ≤ x,Y = y) , (1)

where X ∈ Rp and Y ∈ Zq . The CMDP for
unobserved confounders can be denoted by a nine-tuple
⟨S,M,A,W,R, P1, P2, P3, µ0⟩, where S denotes the state
space,M denotes the intermediate state space,A denotes the
discrete action space,W denotes the confounder space,R de-
notes the reward space, P1 (s

′, r|s, w,m) denotes the dynam-
ics of the CMDP, P2 (w|s) denotes the confounder transition

s a m

w

rs s a m

w
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Figure 1: The left and right subfigures represent the SCM in the
offline setting and online setting, respectively, which correspond to
the CMDP for unobserved confounders. The behavior policy de-
pends on w in the offline setting, but not in the online setting.

distribution, P3 (m|s, a) denotes the intermediate state tran-
sition distribution, and µ0 (s) denotes the initial state distri-
bution. Note that the environment generates the intermediate
state m in the process of generating the next state s′. For ex-
ample, a physician prescribes some drugs to a patient. The
actual amount of drugs taken by the patient (i.e., m) may be
different from that prescribed by the physician (i.e., a) due to
compliance issues. Also note that we integrate the state tran-
sition distribution and the reward transition distribution into
the dynamics of the CMDP for notational convenience.

The SCM in the offline setting as shown in the first col-
umn of Figure 1 can be defined as a four-tuple ⟨U, V, F, Pe⟩,
where U is the exogenous variables, which are not visible
in the experiment, V is the endogenous variables, including
(s,m, a, w, s′, r), F is the set of structural functions, includ-
ing the state-reward transition distribution P1 (s

′, r|s, w,m),
the confounder transition distribution P2 (w|s), the interme-
diate state transition distribution P3 (m|s, a), and the behav-
ior policy πb (a|s, w), and Pe is the distribution of exoge-
nous variables. The positivity assumption here is that, for
m ∈ M, a ∈ A, s ∈ S, w ∈ W such that P(s, w) > 0,
P(m, a|s, w) > 0. The SCM in the online setting where the
agent can intervene on the variable a as shown in the sec-
ond column of Figure 1 can be defined as another four-tuple
(U, V, F, Pe), where the set of structural functions F includes
the state-reward transition distribution P1 (s

′, r|s, w,m), the
confounder transition distribution P2 (w|s), the intermedi-
ate state transition distribution P3 (m|s, a), and the policy
π (a|s). Note, that the policy π (a|s) does not depend on w
since we assume that w is unobserved to the agent.

3 Confounded Reinforcement Learning

Agent
Offline 

Environment
Online 

Environment

{ , , , ', }s m a s r

2 { , }o s m=1 { , }o s w= 3 { }o s=

off

Figure 2: Diagram of the data flow framework, where the con-
founders in the offline data (i.e., Doff ) are unobserved.
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Figure 2 describes RL tasks where offline RL algorithms
need to use confounded offline data to train an agent that will
be tested in the online environment. Specifically, we assume
that the observation o1 of a person/agent in the offline envi-
ronment includes the state set s and the confounder set w.
This person interacts with the environment several times with
some fixed strategy. Note that the data generation process
in the offline environment conforms to the SCM in the offline
setting. At the same time, there are other sensors that keep ob-
serving the process of interaction of this person/agent with the
environment and gather it into an offline dataset. We assume
that the observation o2 of these sensors includes the state set
s and the intermediate state set m. The offline RL algorithms
need to utilize the offline dataset to train an agent that will
be tested in the online environment, where the observation o3
includes only the state set s. Note that the online data genera-
tion process in the testing environment conforms to the SCM
in the online setting. In summary, the confounders are unob-
served in both the offline and the online data.

The above task setting leads to different dynamics
P̂(s′, r|s, a) and P̄(s′, r|s, a) in offline data and online data
(as proven in Appendix A), where P̂ and P̄ denote the prob-
ability distributions corresponding to the SCMs in the offline
and online settings respectively. Because the dynamics in the
data determine the optimal value functions, the optimal value
functions corresponding to offline data and online data are
different. Therefore, if an agent is trained directly by the orig-
inal deep RL algorithms using the offline data, the estimated
optimal value function of this agent is optimal w.r.t. the of-
fline data and suboptimal w.r.t. the online data. Thus, this
agent will perform poorly in the online environment. We can
also understand the above problem from another perspective,
i.e., by analyzing the loss function of the original deep RL
algorithms that satisfy Assumption 1.
Assumption 1. The loss function of the neural network (NN)
of the deep RL algorithm only depends on the current state s,
the action a, the next state s′, and the reward r.

The loss function of the original deep RL algorithms which
satisfy Assumption 1 is shown as follows:

L1 (ϕ,Doff) ≜ Es,a,s′,r∼Doff
[fϕ + hϕ]

= Es,a∼Doff

[
Es′,r∼P̂(·,·|s,a) [fϕ + hϕ]

]
,

(2)

whereDoff denotes all offline data collected through observa-
tion, ϕ denotes the NN parameters to be optimized, fϕ + hϕ

denotes the “loss” for a single training sample which differs
between different NNs, fϕ denotes the part of the “loss” that
depends on (s, a, s′, r), and hϕ denotes the part of the “loss”
that depends only on (s, a). Table 1 gives some examples of
fϕ and hϕ for different NNs of the deep RL algorithms. It is
obvious that the loss function in Equation 2 corresponds to the
dynamics in the offline data, and thus the agent trained using
this loss function performs poorly in the online environment.

To address this problem, based on importance sampling
and do-calculus [Pearl, 2009; Pearl, 2012], we propose two
deconfounding methods, namely, reweighting method and re-
sampling method, which can both be combined with existing
deep RL algorithms such as soft actor-critic (SAC) [Haarnoja

NN fϕ hϕ

SAC ACTOR - −V (s)

DQN Q (y1 (s
′, r)−Qϕ (s, a))

2 -
DDQN Q (y2 (s

′, r)−Qϕ (s, a))
2 -

SAC CRITIC (y3 (s
′, r)−Qϕ (s, a))

2 -

Table 1: This table describes the different meanings of fϕ
and hϕ for different NNs. DQN Q, DDQN Q and SAC
Critic denote the Q-networks of DQN, DDQN and SAC, re-
spectively. SAC Actor denotes the actor network of SAC.
y1 (s

′, r) = r + γmaxa′ Qϕ′ (s′, a′). y2 (s
′, r) = r +

γQϕ′ (s′, argmaxa′ Qϕ (s′, a′)). y3 (s
′, r) = r + γ (V (s′)).

V (s) = πϕ (s)T [Qϕ (s)− α log (πϕ (s))].

et al., 2017], deep Q-learning (DQN) [Mnih et al., 2013],
double deep Q-learning (DDQN) [van Hasselt et al., 2016]
and conservative Q-learning (CQL) [Kumar et al., 2020], pro-
vided that a weak condition (i.e., Assumption 1) is satisfied.
The deconfounding RL algorithms, i.e., the deep RL algo-
rithms combined with the deconfounding methods, can esti-
mate the optimal value function corresponding to the online
data, and accordingly the agent trained by these deconfound-
ing RL algorithms is expected to perform well in the online
environment. In this section, we assume that the confounders
are unobserved in the offline data. We also provide analysis
of partially observed confounders in the offline data, and de-
rive the reweighting and resampling methods in Appendix B
accordingly.

3.1 Reweighting Method
As mentioned above, since the loss function L1 (ϕ,Doff) of
the original deep RL algorithms corresponds to the dynamics
in the offline data, the agent trained by the original deep RL
algorithms performs poorly in the online environment. This
inspires us to modify L1 (ϕ,Doff) to L2 (ϕ,Doff) as follows:

L2 (ϕ,Doff) ≜ Es,a∼Doff

[
Es′,r∼P̄(·,·|s,a) [fϕ + hϕ]

]
. (3)

Clearly, L2 (ϕ,Doff) corresponds to the dynamics in the on-
line data. However we cannot directly estimate L2 (ϕ,Doff)
in the form of Equation 3 from the offline data. Therefore, we
transform L2 (ϕ,Doff) into a form that can be estimated from
the offline data as follows:
Proposition 1. Under the definitions of the CMDP and SCMs
in Section 2, it holds that

L2 (ϕ,Doff) ≜ Es,a∼Doff

[
Es′,r∼P̄(·,·|s,a) [fϕ + hϕ]

]
= Es,a∼Doff

[
Es′,r,m∼P̂(·,·,·|s,a) [d1 (τ) fϕ + hϕ]

]
= Es,a,s′,r,m∼Doff

[d1 (τ) fϕ + hϕ] ,

(4)

where τ is a shorthand for the set of variables (s,m, a, s′, r)
and d1 (τ) is defined as follows:

d1 (τ) =

∑
a′

P̂ (s′, r|m, a′, s) P̂ (a′|s)

P̂ (s′, r|m, a, s)
. (5)

Proof. See Appendix A.
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As shown in Equation 2 and Equation 4, the only differ-
ence between L2 (ϕ,Doff) in its new form and L1 (ϕ,Doff)
is that fϕ is multiplied by an extra weight d1 (τ). Therefore,
we only need to estimate d1 (τ) and modify the loss function
of the deep RL algorithms from L1 (ϕ,Doff) to L2 (ϕ,Doff).
Note that d1 (τ) is composed of several conditional density
functions. So, as long as these conditional density functions
are estimated from the offline data, we can get an estimate of
d1 (τ). To estimate these conditional density functions con-
taining both discrete and continuous random variables, we
adopt the LSCDE technique combined with a trick called
adding jitter or jittering [Nagler, 2018] to add noises to all
discrete random variables. It has been theoretically justified
that this trick works well if all the noises are chosen from a
specific class of noise distribution [Nagler, 2018]. The set-
tings of choosing noises are given in Appendix C.

3.2 Resampling Method
The essence of the reweighting method is to adjust the impact
of different samples on the loss function by reweighting the
offline data. In other words, by incorporating weights into the
loss function, we expand the impact of the samples that are
less likely to occur in the offline data than in the online data,
i.e., P̂(s′, r|s, a) < P̄(s′, r|s, a), and vice versa. However,
we can also adjust the impact of different samples on the loss
function through adjusting the probability that each sample
occurs in the offline data. This idea inspires us to define a
loss function as follows:

L3 (ϕ,Doff) ≜ EI∼p1 [fϕ,I + hϕ,I ] , (6)

where p1 (I = i) = d1,i/
∑N

j=1 d1,j , d1,i is a shorthand
for d1 (si,mi, ai, s

′
i, ri) where si, ai, ri, s

′
i,mi denotes the

state, action, reward, next state and intermediate state in the
offline dataset Doff , respectively, fϕ,I is a shorthand for
fϕ (sI , aI , s

′
I , rI) and hϕ,I for hϕ (sI , aI). In L3 (ϕ,Doff),

we modify the probability that each sample occurs in the of-
fline data according to the value of d1 (τ). By the definition
of L3 (ϕ,Doff), based on the importance sampling technique
and reparameterization trick, we can prove that the deep RL
algorithms combined with the resampling method can also
learn the optimal policy w.r.t. the online data from the offline
data as follows:
Proposition 2. Under the definitions of the CMDP and SCMs
in Section 2, the loss function of the resampling method is
asymptotically equal to that of the reweighting method as in
Equation 7 provided that the dataset is large enough.

lim
N→∞

(L3 (ϕ,Doff)− L2 (ϕ,Doff)) = 0 (7)

Proof. See Appendix A.

According to Proposition 2, the resampling method is
asymptotically equivalent to the reweighting method and can
also deconfound the offline data provided that the offline
dataset is large enough.

The advantages of the above two deconfounding methods
are obvious. On the one hand, since both the reweighting
and resampling methods decouple the deconfounding process
from the RL algorithm, these methods can be easily combined

with existing offline RL algorithms provided that the weak
condition in Assumption 1 is satisfied. On the other hand,
the implementation of these methods is quite straightforward,
only requiring minor modification to the original RL algo-
rithms, i.e., we only need to incorporate the estimated d1 (τ)
into the loss function.

3.3 Simplification of the Causal Models
The convergence rate of conditional density estimation
(CDE) decreases exponentially as the dimension of the vari-
ables increases due to the curse of dimensionality. Therefore,
it is necessary to simplify the causal models by reducing the
dimensions of the variables in the process of CDE, so that
our deconfounding methods can be applied to problems with
higher-dimensional variables. For example, if the confounder
exists only between the action and reward, we can simplify
the causal model correspondingly by ignoring the variable s′

in the process of CDE. We formally define two types of sim-
plified causal models for two specific cases and derive the
corresponding simplified forms of d1 (τ) in Appendix D.

4 Results
Evaluation of the deconfounding method is a challenging is-
sue due to the lack of benchmark tasks. In addition, there is
little work in deep RL on learning from observational data
with confounders. To this end, we design four benchmark
tasks, namely, EmotionalPendulum, WindyPendulum, Emo-
tionalPendulum*, and WindyPendulum*, by modifying the
Pendulum task in the OpenAI Gym [Brockman et al., 2016].
All the implementations of the offline RL algorithms in this
paper follow d3rlpy, an offline RL library [Takuma Seno,
2021]. All the hyperparameters of the offline RL algorithms
are set to the default values of d3rlpy. The rewards are tested
over 20 episodes every 1000 learning steps, and averaged over
5 random seeds. Other hyperparameters and the implementa-
tion details are described in Appendix C.

4.1 Unobserved Confounders

1w 2w

s a m r

1w 2w

s a m rs

1w 2w

s a m r

1w 2w

s a m rs

Figure 3: Left: the causal graphs depicting the offline and online
data generating processes in EmotionalPendulum. Right: the causal
graphs depicting the offline and online data generating processes in
WindyPendulum. In both tasks, the confounders in the offline data
are unobserved.
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Figure 3 shows the graphical models for EmotionalPendu-
lum and WindyPendulum, where the confounders are unob-
served in the offline data. Obviously, these graphical models
are special cases of the graphical models described in Sec-
tion 2. In both tasks, we assume that there is an entertainment
facility similar to a pendulum. One end of the pendulum is
attached to a fixed point and a human sitting in a seat at the
other end of the pendulum needs to swing the pendulum to
an upright position. However, the controller of the pendu-
lum fails intermittently, i.e., the action a ∈ {−2,−1, 0, 1, 2}
that the human wants to take may not equal the actual action
m ∈ {−2,−1, 0, 1, 2} executed by the machine. Specifically,
in most cases, m is equal to a, and there is a probability pfail
that m randomly selects an action in the action space, with
each action equally likely to be selected. There are some
sensors are used to collect the confounded offline data gen-
erated in the above human-environment interaction process.
Note that the environmental information o2 in these offline
data includes the state s and the actual action m executed by
the machine. The offline RL algorithms need to use these
confounded offline data to train an agent that substitutes the
human to control the pendulum in the testing environment,
where the confounders are unobserved, i.e., o3 = {s}. The
main difference between the two tasks is that the confounders
in EmotionalPendulum are between the action and reward
while the confounders in WindyPendulum are between the
action, reward and next state.

The design of EmotionalPendulum refers to the real-world
phenomenon that humans may take some actions that are not
rational when they are in negative emotions such as boredom
and fear. Specifically, we assume that the human sitting in
the entertainment facility may feel afraid and decide to slow
down if the speed is too fast (i.e., if the speed |v| is above
the threshold vT ), or feel boring and decide to speed up if the
speed is too slow (i.e., if |v| ≤ vT ), and will make rational
decisions according to the trained agent if the emotions of the
human are not negative, i.e., the behavior policy of the human
depends on o1 = {s, w1, w2}, where w1 denotes whether the
human has negative emotions and w2 denotes whether the ex-
pressions of the human are negative. Then, the environment
will return a reward r = ro + ra, where ro denotes the origi-
nal reward in the Pendulum task and ra denotes an additional
reward that is generated by the environment to encourage the
human if the emotions are negative.

In WindyPendulum, we take into consideration the wind
that may change the direction arbitrarily at each step. We as-
sume that the wind force is 2.5 times larger than the largest
force applied to the pendulum by the human/agent and the
human will feel afraid if there is a strong wind. The human
in a state of fear may choose the force opposite to the wind
or decide to slow down, or choose the rational action, i.e., the
behavior policy of the human depends on o1 = {s, w1, w2},
where w1 denotes whether the human is afraid due to the wind
and w2 denotes the direction of the wind. See Appendix E
for more details of the description of the two tasks. Similar to
EmotionalPendulum, a reward r = ro + ra is then received,
where the additional reward ra is used to encourage the hu-
man if the wind exists.

As shown in Figure 4, we compare the deep RL algorithms

BC CQL CQL RW CQL RS
pfail odds1 vT Ip,1

0.2

4
0.5 0.7 -1020.0 -236.3 114.4 153.9

0.9 -1145.9 -552.5 59.1 100.6

1.0 0.7 -857.6 -98.5 180.1 181.8
0.9 -1096.5 -531.5 85.2 113.6

6
0.5 0.7 -361.2 46.3 92.4 84.6

0.9 -999.2 -70.7 36.8 72.3

1.0 0.7 -399.9 77.9 93.3 95.1
0.9 -834.5 -25.6 83.3 76.9

0.1

4
0.5 0.7 -977.2 -82.0 115.0 123.1

0.9 -1126.7 -523.1 97.2 44.5

1.0 0.7 -884.7 81.7 206.5 225.2
0.9 -1065.8 -443.5 56.3 144.3

6
0.5 0.7 -557.1 94.2 130.3 131.3

0.9 -1022.0 -10.0 81.6 115.3

1.0 0.7 -570.9 119.2 126.5 117.1
0.9 -899.5 80.4 110.3 112.1

Table 2: Comparison of BC, CQL, CQL RW, and CQL RS under
different settings of EmotionalPendulum.

DQN, DDQN, SAC and CQL with and without our decon-
founding methods in EmotionalPendulum and WindyPendu-
lum, respectively. DQN RW denotes the DQN algorithm that
uses the reweighting method and DQN RS for the resampling
method. Other algorithms are denoted similarly. It is clear
that the deconfounding deep RL algorithms perform better
than the original deep RL algorithms in both tasks.

We take EmotionalPendulum as an example to specifically
illustrate the confounding problem and why our proposed
methods could perform better than the original deep RL algo-
rithms. As shown in the top left of Figure 3, the association
flowing along the directed path a→ m→ r is causal associa-
tion, while the association flowing along a← w1→ w2→ r
is non-causal association. In other words, because the human
may take irrational actions when he/she is in negative emo-
tions, and because the environment may return some addi-
tional reward if the emotions of the human are negative, there
is non-causal association between the irrational action and the
additional reward, which may mislead the human to believe
that the irrational action will be well rewarded. Given s, there
is only causal association between a and r in the online data,
because the non-causal association flowing along a← s→ r
is blocked by s. In contrast, given s, there are both causal
association and non-causal association between a and r in
the offline data. Therefore, the original deep RL algorithms
trained using confounded offline data will be misled by non-
causal association in the data, and thus perform poorly in the
online environment. However, the deconfounding deep RL
algorithms can learn causal association from confounded of-
fline data, and thus perform well in the online environment.

So, what will happen if we enhance the non-causal as-
sociation flowing along a ← w1 → w2 → r in the of-
fline data? The values of the environmental hyperparam-
eters of EmotionalPendulum, which correspond to the top
row of Figure 4, are as follows: pfail = 0.2, odds1 = 4,
vT = 1, and Ip,1 = 0.7, where Ip,1 denotes the probabil-
ity of the human choosing irrational actions when he/she has
negative emotions and odds1 denotes the odds that the hu-
man does not have negative emotions. Clearly, if we keep
the other hyperparameters constant and increase the value of
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Figure 4: Performance of the deep RL algorithms with and without our deconfounding methods in EmotionalPendulum and WindyPendulum.
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Figure 5: Performance of the deep RL algorithms with and without our deconfounding methods in EmotionalPendulum* and WindyPendu-
lum*.

Ip,1 from 0.7 to 0.9, the non-causal association flowing along
a ← w1 → w2 → r in the offline data will be enhanced.
As shown in Table 2, the enhancement of the non-causal as-
sociation leads to increases in the gaps between the perfor-
mance of CQL and CQL RW, and between the performance
of CQL and CQL RS. Additionally, Table 2 shows that, no
matter how much pfail, odds1, and vT are, the gaps increase
if we increase the value of Ip,1 from 0.7 to 0.9. Similarly,
if we keep the other hyperparameters constant, reducing the
value of odds1 leads to an enhancement of the non-causal as-
sociation. As shown in Table 2, regardless of how much pfail,
vT , and Ip,1 are, the gaps increase if we reduce the value of
odds1 from 6 to 4.

Moreover, CQL RW and CQL RS perform better than
CQL under all settings in Table 2, which verifies the robust-
ness of our deconfounding methods. In addition, as shown
in Table 2, the behavior cloning (BC) algorithm performs
much worse than CQL, CQL RW and CQL RS because the

offline data are not expert data. In both EmotionalPendulum
and WindyPendulum, the behavior policy of the human per-
forms poorly, because the human takes many irrational ac-
tions based on his/her emotions. Therefore, imitation learning
methods such as BC are not suitable for both tasks. In fact, in
addition to Table 2, we compare BC, the original deep RL al-
gorithms, and the deconfounding deep RL algorithms under
different settings in Appendix E to verify the robustness of
our deconfounding methods. Furthermore, we perform some
ablation experiments in Appendix E.

4.2 Partially Observed Confounders
In the above two tasks, we assume that the confounders in
the offline data are unobserved and identify the causal effect
based on a variation of the frontdoor criterion. By contrast,
in the two new tasks, EmotionalPendulum* and WindyPen-
dulum*, we assume that the confounders in the offline data
are partially observed and condition on a subset of the con-
founders to identify the causal effect. In the new tasks, the
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controller of the pendulum never fails, i.e., the action a that
the human wants to take is the same as the actual action m
executed by the machine. The corresponding causal graphs
and details of these two new tasks are given in Appendix E.
To solve the new tasks, we define a new CMDP and two new
SCMs and derive two new deconfounding methods under the
new definitions in Appendix B. As shown in Figure 5, the
deconfounding deep RL algorithms perform better than the
original deep RL algorithms. Additionally, in Appendix E,
we compare BC, the original deep RL algorithms, and the
deconfounding deep RL algorithms under different settings.

5 Related Work
A number of studies [Lattimore et al., 2016; Nair and Jiang,
2021] seek to introduce causality into the field of RL in var-
ious settings, where the use of observational data [Wang et
al., 2021; Lu et al., 2018; Gasse et al., 2021] is one of the key
issues.
The Bandit Problem. The Causal bandit problem [Latti-
more et al., 2016] seeks to learn the optimal intervention from
the interventional data, which conform to a causal graph,
to minimise a simple regret. Sen et al. [2017] propose the
successive rejects algorithms and derive the gap-dependent
bounds for causal bandit based on importance sampling. The
Contextual bandit problem [Langford and Zhang, 2007] seeks
to learn a policy which depends on the context, namely the
environmental variables, to maximize the reward which de-
pends on the action and the context. Kallus and Zhou [2018]
propose algorithms for OPE and learning from the con-
founded observational data with continuous actions based on
the inverse probability weighting. Our paper, however, stud-
ies the causal RL problem which is more difficult than the
bandit problem with a longer horizon.
Causal RL. There is some work studying causal RL in the
model-based RL settings. Lu et al. [2018] propose a model-
based RL method that estimates an SCM from observational
data with the time-invariant confounder between the action
and reward based on the latent-variable model proposed by
Louizos et al. [2017]. This model, however, cannot estimate
the correct causal effect provided that the latent variable is
misspecified or the data distribution is complex as shown by
Rissanen and Marttinen [2021]. Gasse et al. [2021] combine
interventional data with observational data to estimate the
latent-based transition model, which can be used for model-
based RL. However, since that the time consumed by their
program increases rapidly as the size of the discrete latent
space increases, and that they assume that the state space is
smaller than the discrete latent space, their algorithm can only
be used to address problems with small state spaces. On the
contrary, our deconfounding methods can be applied to prob-
lems with both continuous and discrete variables and our as-
sumptions do not restrict the size of the state and confounder
spaces. The closest work is the one by Wang et al. [2021],
where the authors focus on how to improve the sample effi-
ciency of the online algorithm by incorporating large amounts
of observational data in the model-free RL settings. How-
ever, they follow the assumption of Yang and Wang [2019;
2020]; Jin et al. [2020] that the transition kernels and reward

functions are linear, so that the corresponding SCMs are also
linear [Peters et al., 2017]. This strong assumption is hard
to hold in the real world, where the dynamics of the environ-
ment are nonlinear. Furthermore, they assume that there is
very complex correlation between the backdoor-adjusted or
frontdoor-adjusted feature and another feature. For example,
they assume that the backdoor-adjusted feature is the expec-
tation of the state-action-confounder feature. These assump-
tions make their theoretical algorithms difficult to implement.
In contrast, the transition kernels and reward functions in our
assumptions can be nonlinear, and experiments are provided
to verify the performance of the offline RL algorithms com-
bined with our deconfounding methods.

Off-Policy Evaluation. A line of work in the OPE field
uses confounded data to estimate the performance of the eval-
uation policy. There are several papers that design estima-
tors for the partially observable Markov decision process in
the tabular setting [Nair and Jiang, 2021; Tennenholtz et al.,
2020], which cannot be applied to the large or continuous
state space. Recently a lot of work [Kallus and Zhou, 2020;
Gelada and Bellemare, 2019; Hallak and Mannor, 2017;
Kallus and Uehara, 2019; Liu et al., 2018] proposes algo-
rithms for OPE based on the importance sampling technique.
However, these algorithms estimate the stationary distribution
density ratio, which changes as the evaluation policy changes.
This makes their work inapplicable to the RL field, where
the evaluation policy is always changing. Instead, since we
realize that SAC, DQN, and other off-policy RL algorithms
utilize only the single-step transition in the data, our decon-
founding methods are based on the conditional distribution
density ratio, which remains constant in the learning process,
so that our work can be applied to the RL field.

6 Conclusion
In this paper, we propose two plug-in deconfounding methods
based on the importance sampling and causal inference tech-
niques for model-free deep RL algorithms. These two meth-
ods can be applied to large and continuous environments. In
addition, we prove that our deconfounding methods can con-
struct an unbiased loss function w.r.t the online data and show
that the deconfounding deep RL algorithms perform better
than the original deep RL algorithms in the four benchmark
tasks which are created by modifying the OpenAI Gym. A
limitation of our work is the assumption that we already know
the causal graph of the environment. In future work, we
plan to build a causal model through causal discovery with-
out prior knowledge of the environment and to deconfound
the confounded data based on the discovered causal model.
We hope that our deconfounding methods can bridge the gap
between offline RL algorithms and real-world problems by
leveraging large amounts of observational data.
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