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Abstract
Molecular property is usually observed with a lim-
ited number of samples, and researchers have con-
sidered property prediction as a few-shot prob-
lem. One important fact that has been ignored
by prior works is that each molecule can be
recorded with several different properties simulta-
neously. To effectively utilize many-to-many cor-
relations of molecules and properties, we propose
a Graph Sampling-based Meta-learning (GS-Meta)
framework for few-shot molecular property predic-
tion. First, we construct a Molecule-Property re-
lation Graph (MPG): molecule and properties are
nodes, while property labels decide edges. Then,
to utilize the topological information of MPG,
we reformulate an episode in meta-learning as a
subgraph of the MPG, containing a target prop-
erty node, molecule nodes, and auxiliary property
nodes. Third, as episodes in the form of sub-
graphs are no longer independent of each other,
we propose to schedule the subgraph sampling pro-
cess with a contrastive loss function, which con-
siders the consistency and discrimination of sub-
graphs. Extensive experiments on 5 commonly-
used benchmarks show GS-Meta consistently out-
performs state-of-the-art methods by 5.71%-6.93%
in ROC-AUC and verify the effectiveness of each
proposed module. Our code is available at https:
//github.com/HICAI-ZJU/GS-Meta.

1 Introduction
Drug discovery is of great significance to public health and
the development of new drugs is a long and costly process. In
the early lead optimization phase, researchers need to select
a large number of molecules as candidates and conduct vir-
tual screening to avoid wasting resources on molecules that
are unlikely to possess the desired properties [Riniker and
Landrum, 2013; Sliwoski et al., 2014]. Recently, deep learn-
ing plays an important role in this process, and several deep
models have been investigated to predict molecular prop-
erty [Song et al., 2020; Fang et al., 2022; Fang et al., 2023].

∗Corresponding author.

Figure 1: (a) An example of the Molecule-Property relation Graph
(MPG) built based on the Tox21 dataset [Wu et al., 2018]. To pre-
dict the SR-ATAD5 property of the TOX4931 molecule, we can uti-
lize some auxiliary properties to form an MPG where molecules and
properties are nodes and edges represent property labels (0 or 1). (b)
An example of subgraph sampling. Given the MPG, we can sample
a pair of subgraphs with the same target property (e.g., (i) and (ii))
as positive samples and another pair with different target properties
(e.g., (ii) and (iii)) as negative samples.

In the practical settings, only a few molecules can be made
and tested in the wet-lab experiments [Altae-Tran et al., 2017;
Guo et al., 2021]. The limited amount of annotated data often
hinders the generalization ability of deep learning models in
practical applications [Bertinetto et al., 2016].

Deficient annotated data is often termed a few-shot learn-
ing (FSL) problem [Wang et al., 2020]. Typically, meta-
learning [Hospedales et al., 2021], which aims to learn how to
learn, is used to solve the few-shot problem and several prior
works have incorporated meta-learning into molecular prop-
erty prediction. For example, Meta-GNN [Guo et al., 2021]
employed a classic meta-learning method, MAML [Finn et
al., 2017], with self-supervised tasks including bond recon-
struction and atom type prediction. Wang et al. constructed
a relation graph of molecules and designed a meta-learning
strategy to selectively update model parameters.

However, these works have neglected an important fact
that, unlike common FSL settings including image classifi-
cation, a molecule can be observed with multiple properties
simultaneously, such as a number of possible side effects.
There is also a correlation between different properties, for
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example, endocrine disorders and cardiac diseases caused by
drug side effects may occur together because they share dis-
ease pathway [Fuchs and Whelton, 2020]. In predicting the
property of a molecule, we can leverage other available la-
beled properties of the same molecule. When we know some
properties of one molecule and are faced with new properties
that have fewer labels, we postulate that utilizing these known
property labels can alleviate the label insufficiency problem.

To effectively utilize such correlations, we propose a Graph
Sampling-based Meta-learning framework, GS-Meta. First,
to accurately describe the many-to-many relations among
molecules and properties, we build a Molecule-Property re-
lation Graph (MPG), where nodes are molecules and proper-
ties, and edges between molecules and properties indicate the
label of the molecules in the properties (Figure 1(a)). Second,
to employ the inherent graph topology of MPG, we propose
to reformulate an episode as a subgraph of MPG, which is
composed of a target property node, molecule nodes as well
as auxiliary property nodes (Figure 1(b)). Third, in conven-
tional meta-learning [Vinyals et al., 2016], episodes are con-
sidered to be independently distributed and sampled from a
uniform distribution. However, subgraphs are connected in
our MPG due to intersecting molecules and edges, they are
no longer independent of each other. We propose a learnable
sampling scheduler and specify the subgraph dependency in
two aspects: (1) subgraphs centered on the same target prop-
erty node can be seen as different views describing the same
task and thus they should be consistent with each other; and
(2) subgraphs centered on different target property nodes are
episodes of different tasks, and their semantic discrepancy
should be enlarged. Hence, we solve this dependency via a
contrastive loss function. In short, our contributions are sum-
marized as follows:

• We propose to use auxiliary properties when facing new
target property in the few-shot regime and construct a
Molecule-Property relation Graph to model the relations
among molecules and properties so that the information
of the relevant properties can be used through the topol-
ogy of the constructed graph.

• We propose a Graph Sampling-based Meta-learning
framework, which reformulates episodes in meta-
learning as sampled subgraphs from the constructed
MPG, and schedules the subgraph sampling process
with a contrastive loss function.

• Experiments on five benchmarks show that our method
consistently outperforms state-of-the-art FSL molecular
property prediction methods by 5.71%-6.93% in terms
of ROC-AUC.

2 Related Work
Few-shot Learning for Molecules The few-shot learning
(FSL) problem [Vinyals et al., 2016; Chen et al., 2019] oc-
curs when there are limited labeled training data per object
of interest. Often, meta-learning is used to solve the few-shot
learning problem. For example, MAML [Finn et al., 2017]
learns a good parameter initialization and updates through
gradient descents. However, the existing methods are usu-
ally investigated for image classification but not tailored to

the different settings of molecular property prediction [Wang
et al., 2021]. Recent efforts have been paid to fill this gap.
Guo et al. propose to use molecule-specific tasks including
masked atoms and bonds prediction to guide the model fo-
cus on the intrinsic characteristics of molecules. Wang et al.
connect molecules in a homogeneous graph to propagate lim-
ited information between similar instances. However, all the
prior works have ignored the relationships between molecu-
lar properties, i.e., some auxiliary available properties can be
used in predicting new molecular properties, and they fail to
investigate the relationship.

Episode Scheduler in Meta-learning Most meta-learning
approaches leverage a uniform episode sampling strategy in
the training process. To exploit relations between episodes,
prior methods have investigated how to schedule episodes to
enhance the generalization of meta-knowledge. Liu et al. de-
sign a greedy class-pair based strategy rather than uniform
sampling. Fei et al. consider the relationship of episodes to
overcome the poor sampling problem. Yao et al. propose a
neural scheduler to decide which tasks to select from a can-
didate set. In this work, we schedule episodes with the lens
of subgraph sampling and encourage the consistency between
subgraphs of the same target property and discrimination be-
tween different target properties via a contrastive loss func-
tion.

3 Graph Sampling-based Meta-Learning
This section presents the proposed Graph Sampling-based
Meta-learning framework, as shown in Figure 2. We first
define the few-shot molecular property prediction problem
(Section 3.1). To establish and exploit the many-to-many
relation between molecules and properties, we construct a
Molecule-Property relation Graph (MPG) and then reformu-
late an episode in meta-learning as a subgraph from the MPG
(Section 3.2). With this reformulation, we investigate to con-
sider consistency and discrimination between subgraphs and
schedule the subgraph sampling to facilitate meta-learning
(Section 3.3). Finally, the training and testing strategies are
described (Section 3.4).

3.1 Problem Definition
Following [Altae-Tran et al., 2017; Guo et al., 2021], the few-
shot molecular property prediction is conducted on a set of
tasks {T }, where each task T is to predict a property p of
molecules. The training set Dtrain consists of several tasks
{Ttrain}, denoted as Dtrain = {(xi, yi,t)|t ∈ Ttrain}, where
xi is a molecule and yi,t is the label of xi on the t-th task. And
the testing set Dtest = {(xj , yj,t)|t ∈ Ttest} is composed
of a set of tasks {Ttest}. {ptrain} and {ptest} are denoted
as properties corresponding to tasks {Ttrain} and {Ttest},
and training properties and testing properties are disjoint, i.e.,
{ptrain} ∩ {ptest} = ∅. The objective is to learn a predictor
on Dtrain and to predict novel properties with a few labeled
molecules in Dtest.

To deal with the few-shot problem, the episodic training
paradigm has shown great promise in meta-learning [Finn et
al., 2017]. Without loading all training tasks {Ttrain} into
memory, batches of episodes {Et}Bt=1 are sampled iteratively
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Figure 2: A 2-way 1-shot overview of GS-Meta. Firstly a Molecule-Property relation Graph (MPG) is constructed. Then, an episode
candidate pool is randomly sampled, and the subgraph sampling scheduler z(ϕ) is used to compute the selection probability η and select a
mini-batch containing B episode pairs from the candidate pool. Finally, the relation learning module f(θ) encodes each subgraph and outputs
a classification loss Lcls within an episode and a contrastive loss Lctr across episodes.

in practical training process. To construct an episode Et,
a target task Tt is firstly sampled from {Ttrain}, then a la-
beled support set St and a query set Qt are sampled. Usually,
there are two classes (i.e., active (y=1) or inactive (y=0)) in
each molecular property prediction task, and a 2-way K-shot
episode means that the support set St consists of 2 classes
with K molecules per class, i.e., St =

{(
xs
i , y

s
i,t

)}2K

i=1
, and

query set Qt =
{(

xq
i , y

q
i,t

)}M

i=1
contains M molecules. In

this case, we can define the episode as Et = (St,Qt).

3.2 Molecule-Property Relation Graph
Graph Construction and Initialization To leverage the
rich information behind the relations among properties and
molecules, we construct a Molecule-Property relation Graph
(MPG) that explicitly describes such relations. The graph is
denoted as G = (V, E), where V denotes the node set and E
denotes the set of edges e ∈ E . And there are two types of
nodes in the graph, i.e., V = VM ∪VT , where VM = {xm} is
the molecule node set and VT = {pt} is the property node set.
Edges E ⊆ VM × VT are connected between these two types
of nodes and the edge type of ei,j is initialized according to
the label yi,j , i.e., active (for y=1) or inactive (for y=0).

For a molecule xi, a graph-based encoder [Xu et al., 2019]
is used following [Guo et al., 2021] to obtain its embedding:

xi = fmol(xi), (1)

where xi ∈ Rd. For a property node pt, its embedding is
randomly initialized for simplicity with the same length as
molecules, i.e., pt ∈ Rd. Hence the node features h0

i are ini-
tialized with molecule and property embeddings respectively:

h0
i =

{
pi for i ∈ VT
xi for i ∈ VM

. (2)

Moreover, due to the deficiency of data, some molecules
may not have labels on some auxiliary properties, leading to a
missing edge connection between these molecules and prop-
erties. To make the graph topology compact, a special edge
type unk is used to complement the missing label.

Reformulating Episode as Subgraph The constructed
MPG can be very large, e.g. in the PCBA dataset [Wang et al.,
2012], there are more than 430,000 molecules and 128 prop-
erties, and the corresponding MPG can contain more than 10
million edges. It is therefore computationally infeasible to
directly work on the whole graph to predict molecular prop-
erties. Instead, we resort to subgraphs sampled from the MPG
and connect them to episodes in meta-learning.

The episodic meta-learning, which is trained iteratively by
sampling batches of episodes, has proven to be an effective
training strategy [Finn et al., 2017]. Therefore, to adopt
episodic meta-learning on MPG, we propose to reformulate
the episode as a subgraph. Specifically, an episode of task Tt
is equivalent to a subgraph containing a property node pt in
VT , and molecules connected to pt. Hence, the support set St
can be reformulated as a subgraph of MPG:

St ∼ GSt = {(xi, ei,t, pt) , yi,t|xi ∈ N (pt)}2Ki=1 , (3)

where pt is a property node, and N (pt) is the neighbors of
pt. A query molecule is sampled as the query set, denoted as:

Qt ∼ GQt = {(xj , pt), yj,t|xj ∈ N (pt)}. (4)

By merging two subgraphs, the episode Et is reformulated
as:

Et ∼ Gt = GSt ∪ G
Q
t . (5)

The node and edge set of Gt are denoted as Vt and Et respec-
tively.

Since molecules have multiple properties, other available
properties can be used when predicting a novel property of
the same molecule. To leverage these auxiliary properties, we
add some other property nodes connected to molecule nodes
into the subgraph:

GAt = {(xi, ei,a, pa) , yi,a|pa ∈ N (xi)\pt}Na

a=1 , (6)

where Na is the number of auxiliary property, pa is the aux-
iliary property node, xi ∈ Vt

M is a molecule node in Gt, and
GAt is an auxiliary subgraph. With GAt , we extend Gt as:

Gt = Gt ∪ GAt . (7)
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and there are totally 2K + Na + 2 nodes, 2K support
molecules, one query molecule, one target property, and Na

auxiliary properties. From here on out, an episode of meta-
learning and a subgraph of the MPG are semantically
equivalent in this paper.
Subgraph Encoding and Prediction We adopt a massage
passing schema [Hamilton et al., 2017] to iteratively update
each sampled subgraph Gt. In contrast to the previous work
which only takes labels as edges [Cao et al., 2021], we also
consider relations between molecules, and design an edge
predictor to estimate connections between molecules at each
iteration:

αl
i,j = σ

(
MLP

(
exp

(
−|hl−1

i − hl−1
j |

)))
, (8)

where σ is Sigmoid function, hl−1
i and hl−1

j are embeddings
of molecules xi and xj at (l-1)-th iteration respectively, and
αl
i,j is the estimated connection weight between xi and xj . To

avoid connecting dissimilar molecules, only top-k (k is hyper-
parameter) edges with the largest estimated weights are kept
and the edge type is mol2mol. Overall, there are four types
of edges in Gt, which are active, inactive and unk between a
molecule and a property, and mol2mol between molecules.

After constructing the complete subgraph, node embed-
dings are updated as follows:

hl
i = GNNl−1

(
hl−1
i ,hl−1

j ,hl−1
i,j , wl

i,j |j ∈ N (i)
)
, (9)

where hl
i is the embedding of node i at the l-th iteration, hl

i,j

is edge embedding initialized according to edge type,N (i) is
neighbors of node i, and wl

i,j is the edge weight defined as:

wl
i,j =

{
αl
i,j ei,j ∈ EM,M

1 otherwise
, (10)

where EM,M is the set of edges between molecules. After L
iterations, the final embedding of molecule hL

i and the prop-
erty hL

t are we concatenated to predict the label:

ŷi,t = σ
(
fcls

(
[hL

i ⊕ hL
t ]
))

, (11)

where ŷi,t ∈ R1 is the prediction, and ⊕ is a concatenation
operation. For simplicity, we denote f(θ) as the relation
learning module with parameter θ, which includes molec-
ular encoder fmol, property initial embeddings, GNN lay-
ers, edge predictors, and classifier fcls. More details are
illustrated in Appendix A.3.

In each subgraph Gt, the task classification loss on the sup-
port set St is calculated:

Lcls
t,S

(
f(θ)

)
= −

∑
St

(y log ŷ + (1− y) log (1− ŷ)) , (12)

where y and ŷ are short for yi,t and ŷi,t for clarity. Similarly,
we can calculate the classification loss on the query set Lcls

t,Q.

3.3 Subgraph Sampling Scheduler
Previous few-shot molecular property prediction meth-
ods [Guo et al., 2021; Wang et al., 2021] randomly sample
episodes with a uniform probability, under the assumption

that they are independent and of equal importance. However,
subgraphs centered on different target properties are poten-
tially connected to each other in the built MPG, due to the
existence of intersecting nodes or edges. Hence, considering
the subgraph dependency, we are motivated to develop a sub-
graph sampling scheduler that determines which episodes to
use in the current batch during meta-training.

Consistency and Discrimination between Subgraphs We
specify the subgraph dependency in two aspects. (1) Each
subgraph only has a small number of molecules (K per class),
and cannot contain all the information about the target prop-
erty. For the same target property, subgraphs with different
molecules (subgraph (i) and (ii) in Figure 1(b)) can be seen
as different views describing the same task and they should
be consistent with each other. (2) Meanwhile, subgraphs cen-
tered on different target property nodes (subgraph (ii) and (iii)
in Figure 1(b)) are episodes of different tasks, and their se-
mantic discrepancy should be enlarged.

Towards this end, the subgraph sampling scheduler, de-
noted as z(ϕ) with parameters ϕ, adopts a pairwise sampling
strategy. That is, two subgraphs G(1)t and G(2)t of the same
target property pt are sampled simultaneously. Specifically,
at the beginning of each mini-batch, we randomly sample a
pool of subgraph candidates, P = {(G(1)t ,G(2)t )}Npool

t=1 , which
are pairs of subgraphs for the same target property. For a sub-
graph Gt, the scheduler z(ϕ) outputs its selection probability
ηt via two steps. The first step calculates the subgraph em-
bedding gt:

gt = hL
t + σ

(∑
i∈Vt\pt

hL
i

)
, (13)

which is the pooling of the final embedding of each node, and
hL
t is final embedding of target property pt. Then, we take gt

as input to the scheduler z(ϕ) to get the selection probability
ηt:

ηt = z1

(
gt + z2

(∑
t′∈P\Gt

gt′

))
, (14)

where z1 and z2 are MLP and together constitute z(ϕ). Then,
ηt is normalized by softmax to get a reasonable probability
value. Thus, for each episode pair (G(1)t ,G(2)t ) in the can-
didate pool, the selection probability can be computed as
(η

(1)
t +η

(2)
t )/2, and we sample B from Npool in the candidate

pool to form a mini-batch according to selection probability.
To encourage consistency between subgraphs of the same

target property and discrimination between different target
properties, we adopt the NT-Xent loss [Hjelm et al., 2019]
which is widely used in contrastive learning. Subgraphs of
the same target property are positive pairs and those of differ-
ent target properties are negatives, and the contrastive loss in
a mini-batch is as follows:

Lctr =
1

B

B∑
t=1

− log
e
sim

(
g
(1)
t ,g

(2)
t

)
/τ∑B

t′=1,t′ ̸=t e
sim

(
g
(1)
t ,g

(2)

t′

)
/τ

, (15)

where B is mini-batch size, sim(·, ·) is cosine similarity and
τ is the temperature parameter.
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Algorithm 1 Training and optimization algorithm.
Input: Molecule-Property relation Graph (MPG)
Output: Relation learning module f(θ), subgraph sampling
scheduler z(ϕ).

1: while not done do
2: Sample Npool episode pairs {(G(1)t ,G(2)t )}Npool

t=1 as
candidates

3: Calculate selection probability ηt by Eqn. (14) for each
candidate episode

4: Select B episode pairs {(G(1)t ,G(2)t )}Bt=1 from candi-
dates according to ηt to form a mini-batch

5: for t = 1, . . . , B do
6: Calculate classification loss on support set Lcls

t,S by

Eqn. (12) on both G(1)t and G(2)t
7: Do inner-loop update θ′ ← θ−βinner∇θLcls

t,S
(
f(θ)

)
on both G(1)t and G(2)t

8: Calculate classification loss on query set Lcls
t,Q by

Eqn. (12) on both G(1)t and G(2)t
9: end for

10: Calculate contrastive loss Lctr by Eqn. (15)
11: Do outer-loop optimization by Eqn. (17)
12: Update scheduler z by Eqn. (19)
13: end while

3.4 Training and Testing
In this subsection, we introduce the optimization strategy of
relation learning module f(θ) and subgraph sampling sched-
uler z(ϕ) in training and testing.
Optimization of Relation Learning Module Following
[Finn et al., 2017], a gradient descent strategy is adopted
to obtain a good initialization. Firstly, at the beginning of a
mini-batch, subgraph sampling scheduler z is used to sample
B episode pairs {(G(1)t ,G(2)t )}Bt=1 from candidates.

For each episode, in the inner-loop optimization, the loss
on the support set defined in Eqn.(12) is computed to update
the parameters θ by gradient descent:

θ′ ← θ − βinner∇θLcls
t,S

(
f(θ)

)
, (16)

where βinner is the learning rate. After updating the param-
eter, the loss of query set is computed, denoted as Lcls

t,Q. Fi-
nally, we do an outer loop to optimize both the classification
and contrastive loss with learning rate βouter across the mini-
batch:

θ ← θ − βouter∇θL
(
f(θ′)

)
, (17)

where the meta-training loss L
(
f(θ′)

)
is computed across the

mini-batch:

L
(
f(θ′)

)
=

1

2B

B∑
t=1

(
Lcls
t,Q

(1)
+ Lcls

t,Q
(2)

)
+ λLctr, (18)

where λ is hyperparameter and Lctr is defined by Eqn.(15),
and Lcls

t,Q
(1), Lcls

t,Q
(2) are query loss of G(1)t and G(2)t respec-

tively. The complete procedure is described in Algorithm 1.
In testing, for a new property pt in {ptest}, auxiliary prop-

erties are selected from {ptrain} and f(θ) is finetuned by
Eqn.(16).

Optimization of Subgraph Sampling Scheduler Since
sampling cannot be directly differentiated, similar to [Yao et
al., 2021], we use policy gradient [Williams, 1992] to opti-
mize the scheduler z(ϕ). To encourage mining negative sam-
ples that are indistinguishable from positives, it is intuitive to
take the value of contrastive loss Lctr as reward R:

ϕ← ϕ+ γ∇ϕ logP (η) (R− b) , (19)

where η = {ηt}Bt=1 is selection probability of sampled
episode in a mini-batch, γ is learning rate and b is moving
average of reward.

4 Experiments
The following research questions guide the remainder of the
paper. (RQ1) Can our proposed GS-Meta outperform SOTA
baselines? (RQ2) How do auxiliary properties affect the per-
formance? (RQ3) Can the episode reformulation and sam-
pling scheduler improve performance? (RQ4) How to inter-
pret the scheduler that models the episode relationship?

4.1 Experimental Setup
We use five common few-shot molecular property prediction
datasets from the MoleculeNet [Wu et al., 2018]. Details are
in Appendix B.

For a comprehensive comparison, we adopt two types
of baselines: (1) methods with molecular encoder learned
from scratch, including Siamese [Koch et al., 2015], Pro-
toNet [Snell et al., 2017], MAML [Finn et al., 2017],
TPN [Liu et al., 2019], EGNN [Kim et al., 2019], Iter-
RefLSTM [Altae-Tran et al., 2017], and PAR [Wang et al.,
2021]; and (2) methods which leverage pre-trained molec-
ular encoder, including Pre-GNN [Hu et al., 2020], Meta-
MGNN [Guo et al., 2021], Pre-PAR [Wang et al., 2021]
and we denote Pre-GS-Meta as our method equipped with
Pre-GNN. More details about these baselines are in Ap-
pendix C.1. We run experiments 10 times with different ran-
dom seeds and report the mean and standard deviations.

4.2 Main Results (RQ1)
The overall performance is shown in Table 1. The experimen-
tal results show that our GS-Meta and Pre-GS-Meta outper-
form all baselines consistently with 6.93% and 5.71% average
relative improvement respectively. Moreover, those relation-
graph-based methods (i.e., TPN, EGNN, PAR and GS-Meta)
mostly perform better than traditional methods. This indi-
cates that it is effective to exploit relations between molecules
in a graph and it is more effective to exploit both molecules
and properties together as our method performs best. Fur-
ther, the improvement varies across different datasets. For
example, GS-Meta gains 13.68% improvement on SIDER but
0.93% improvement on MUV. We argue this is due to the fact
that there are more auxiliary properties available on SIDER,
and also that there are no missing labels in SIDER compared
to 84.2% missing labels on MUV. Fewer auxiliary properties
and the presence of missing labels prevent utilizing informa-
tion from auxiliary properties. This phenomenon is further
investigated in Section 4.3.
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Method Tox21 SIDER MUV ToxCast PCBA
10-shot 1-shot 10-shot 1-shot 10-shot 1-shot 10-shot 1-shot 10-shot 1-shot

Siamese 80.40(0.35) 65.00(1.58) 71.10(4.32) 51.43(3.31) 59.96(5.13) 50.00(0.17) - - - -
ProtoNet 74.98(0.32) 65.58(1.72) 64.54(0.89) 57.50(2.34) 65.88(4.11) 58.31(3.18) 68.87(0.43) 58.55(0.52) 64.93(1.94) 55.79(1.45)
MAML 80.21(0.24) 75.74(0.48) 70.43(0.76) 67.81(1.12) 63.90(2.28) 60.51(3.12) 68.30(0.59) 61.12(0.94) 66.22(1.31) 62.04(1.73)
TPN 76.05(0.24) 60.16(1.18) 67.84(0.95) 62.90(1.38) 65.22(5.82) 50.00(0.51) - - - -
EGNN 81.21(0.16) 79.44(0.22) 72.87(0.73) 70.79(0.95) 65.20(2.08) 62.18(1.76) 74.02(1.11) 64.17(0.89) 69.92(1.85) 62.14(1.58)
IterRefLSTM 81.10(0.17) 80.97(0.10) 69.63(0.31) 71.73(0.14) 49.56(5.12) 48.54(3.12) - - - -
PAR 82.06(0.12) 80.46(0.13) 74.68(0.31) 71.87(0.48) 66.48(2.12) 64.12(1.18) 74.78(1.53) 69.45(1.24) 70.05(0.94) 67.77(1.04)
GS-Meta 85.85(0.26) 84.32(0.89) 83.72(0.54) 82.84(0.67) 67.11(1.95) 64.70(2.88) 81.55(0.19) 80.03(0.26) 72.16(0.71) 70.03(1.56)

Pre-GNN 82.14(0.08) 81.68(0.09) 73.96(0.08) 73.24(0.12) 67.14(1.58) 64.51(1.45) - - - -
Meta-MGNN 82.97(0.10) 82.13(0.13) 75.43(0.21) 73.36(0.32) 68.99(1.84) 65.54(2.13) - - - -
Pre-PAR 84.93(0.11) 83.01(0.09) 78.08(0.16) 74.46(0.29) 69.96(1.37) 66.94(1.12) 79.41(0.08) 76.58(0.15) 73.71(0.61) 72.49(0.61)
Pre-GS-Meta 86.91(0.41) 86.46(0.55) 85.08(0.54) 84.45(0.26) 70.18(1.25) 67.15(2.04) 83.81(0.16) 81.57(0.18) 79.40(0.43) 78.16(0.47)

Table 1: ROC-AUC scores on benchmark datasets, compared with methods learned from scratch (first group) and methods that leverage
pre-trained molecular encoder (second group). The best is marked with boldface and the second best is with underline.

60

65

70

75

80

85

1 4 8 12 16 21(all)

SIDER

1-shot
10-shot

R
O
C
-A
U
C

number of selected auxiliary properties in testing

73

76

79

82

85

88

1 3 5 7 9(all)

Tox21

1-shot
10-shot

70

73

76

79

82

85

1 4 8 12 16 20(all)

SIDER

1-shot
10-shot

78

80

82

84

86

88

1 3 5 7 8(all)

Tox21

1-shot
10-shot

number of selected auxiliary properties in training

R
O
C
-A
U
C

Figure 3: Performance of different numbers of selected auxiliary
properties in training (top) and testing (bottom).

4.3 Analysis of Auxiliary Property (RQ2)
Effect of the Number of Auxiliary Properties We ex-
plore the effect of auxiliary properties by varying the num-
ber of sampled auxiliary properties. Since auxiliary prop-
erty sampling occurs during both training and testing, here
we consider two scenarios: 1) effect of the number of sam-
pled auxiliary properties during training: keep the number
of sampled auxiliary properties during testing constant and
change the number during training; 2) effect of the number
of sampled auxiliary properties during testing: keep the
number of sampled auxiliary properties during training con-
stant and change the number during testing.

As shown in Figure 3, the performance improves as the
number of auxiliary properties increases in both training and
testing, confirming our motivation that known properties of
molecules help predict new properties. This is because more
auxiliary properties contain more information at each training
and inference step. In addition, reducing the number of aux-
iliary properties in training has less impact on performance
than in testing, which suggests that when faced with a large
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Figure 4: Performance with different missing label ratios in SIDER,
Tox21 and ToxCast-CEETOX under the 10-shot scenario.

number of auxiliary properties, sampling some of them dur-
ing training can be an effective way to train the model and
does not lead to significant performance degradation.
Effect of the Ratio of Missing Labels We further inves-
tigate the effect of missing labels on auxiliary properties by
randomly masking labels in the training set, which means the
model has less training data and fewer auxiliary properties
possible for testing. Two different approaches are compared:
1) w/ unk: completing missing label with a special edge unk;
2) w/o unk: no process of the missing label.

Figure 4 shows the results under the 10-shot scenario.
Since the proportion of missing labels in the training set on
Tox21 itself is higher than 10%, we start masking from 20%.
The performance gradually decreases as the percentage of
missing labels increases. In addition, unk edges have no no-
ticeable effect on SIDER, but improve performance on Tox21
and ToxCast-CEETOX by 0.81% and 0.96% respectively.
This can be due to imbalanced labeling: SIDER is more bal-
anced than Tox21 and ToxCast-CEETOX. Moreover, the re-
sults show that when masking 70%, 40% and 40% training
labels on SIDER, Tox21 and ToxCast-CEETOX respectively,
our method still achieves a comparable performance against
SOTA. It proves that our method has robust and promising
performance despite the missing training data. Results under
the 1-shot scenario is in Figure 6 in Appendix.

4.4 Analysis of Episode Reformulation and
Sampling Scheduler (RQ3)

Ablation Study We conduct ablations to study the effec-
tiveness of episode reformulation and sampling scheduler.
For episode reformulation, the following variants are ana-
lyzed: 1)w/o m2m: remove mol2mol edges in MPG; 2)w/o E:
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Method 1-shot 10-shot
GS-Meta 84.32 85.85
w/o m2m 83.91(↓0.41) 84.80(↓1.05)
w/o E 72.54(↓11.78) 75.93(↓9.92)
w/o S 83.14(↓1.18) 84.51(↓1.34)
w/o CL 83.30(↓1.02) 84.66(↓1.19)
w/o S, w/o CL 82.64(↓1.68) 84.32(↓1.53)

Table 2: Ablation study on Tox21

Method 1-shot 10-shot
PAR 70.41(0.83s) 74.65(1.13s)
PAR (w/ ATS) 69.94(2.42s) 75.10(2.90s)
GS-Meta 85.94(3.11s) 87.67(3.59s)
GS-Meta (w/ ATS) 84.73(6.80s) 86.88(7.11s)
GS-Meta (w/o S) 84.72(2.20s) 86.81(2.60s)

Table 3: Performance and time cost on ToxCast-BSK

remove edge type in MPG, i.e., do message passing in Eqn.(9)
without hi,j . For the sampling scheduler, the following vari-
ants are analyzed: 1)w/o S: randomly select episode without
a sampling scheduler; 2)w/o CL: optimize model parameters
in Eqn. (17) without contrastive loss Lctr; 3)w/o S, w/o CL:
do not use scheduler and contrastive loss.

As in Table 2, GS-Meta outperforms all the variants, indi-
cating that our proposed subgraph reformulation and schedul-
ing strategy are effective. Results on SIDER are in Table 10
in Appendix. Removing the type of edges causes a signifi-
cant performance drop, which validates that the information
of labels can be fused into the graph by using them as edge
types. And removing both contrastive loss and the scheduler
degrades the model performance, indicating that our design
of contrastive loss and the scheduler is reasonably effective.

Comparing with Other Scheduler To further explore the
effects of the designed sampling scheduler, we compare PAR
and our GS-Meta with other scheduler. Here we adopt
ATS [Yao et al., 2021], which is a SOTA task scheduler for
meta-learning proposed recently. ATS takes gradient and loss
as input to characterize the difficulty of candidate tasks. For a
comprehensive evaluation, we compare both the performance
and time cost of a mini-batch during training.

The results on ToxCast-BSK are in Table 3, where (w/
ATS) indicates using ATS as the sampling scheduler and (w/o
S) indicates randomly selecting without the scheduler. Note
that the original PAR itself does not have a scheduler. We
reach two conclusions. First, ATS does not improve perfor-
mance significantly (PAR(w/ ATS) vs PAR, GS-Meta(w/ ATS)
vs GS-Meta(w/o S)). This suggests that ATS is not applica-
ble in our scenario of few-shot molecular property prediction
and the SOTA methods. And our scheduler is able to improve
the model performance (GS-Meta vs GS-Meta(w/o S)). Sec-
ondly, ATS is more time-consuming. ATS is around three
times slower compared with random sampling (PAR(w/ ATS)
vs PAR, GS-Meta(w/ ATS) vs GS-Meta(w/o S)), but our sched-
uler is faster (GS-Meta vs GS-Meta(w/o S)). This is because
ATS needs to compute the loss and gradient backpropagation
for each candidate and sample a validation set to get the re-
ward for optimization. While our approach is to reformulate
an episode as a subgraph and get the representation of episode
by directly encoding it. And we use a contrastive loss to uni-
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Figure 5: Heatmap of property similarity and statistics of target
property sampling times on Tox21.

formly model the relationship between episodes and as an op-
timization reward for the scheduler. Results on ToxCast-APR
are in Table 11 in Appendix.

4.5 Interpretation of the Scheduler (RQ4)
To understand the sampling scheduler, we visualize the sam-
pling result of 9 properties in the training set on Tox21 in
Figure 5. The cosine similarity of property embeddings on
Tox21 is also visualized. In the sampling result heatmap, the
value in row i column j indicates the number of times that
property i and property j are sampled in the same mini-batch
at the same time. And we run the scheduler 200 times to sta-
tistically count the results.

We observe that more similar properties are sampled into
the same mini-batch more frequently, e.g., property SR-
ATAD5 with property NR-AR and property NR-ER with
property NR-PPAR-gamma. And dissimilar properties are
sampled less frequently in one mini-batch, e.g., property
NR-ER-LBD with property NR-AR-LBD and property SR-
ATAD5 with property NR-ER-LBD. This indicates that our
scheduler prefers to put similar properties in one mini-batch,
analogous to mining hard negative samples. Nevertheless, the
sampling result is not exactly consistent with the property em-
bedding similarity, because the scheduler’s input is the final
pooled embedding of the subgraph, not only the embedding
of the target property.

5 Conclusion
We propose a Graph Sampling-based Meta-learning frame-
work to effectively leverage other available properties to pre-
dict new properties with a few labeled samples in molecular
property prediction. Specifically, we construct a Molecule-
Property relation Graph and reformulate an episode in meta-
learning as a subgraph of MPG. Further, we consider sub-
graph consistency and discrimination and schedule the sub-
graph sampling via a contrastive loss. Empirical results show
GS-Meta outperforms previous methods consistently.

This work only considers 2-way classification tasks and
does not involve regression tasks. This is because the
commonly-used benchmarks for few-shot molecular property
prediction are 2-way tasks and few are eligible regression
datasets. Our method can generalize to multi-class and re-
gression cases, by assigning different edge attribute values.
We put this in future works.
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