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#### Abstract

Fish modeling in complex environments is critical for understanding drivers of population dynamics in aquatic systems. This paper proposes a Bayesian network method for modeling fish survival and growth over multiple connected rivers. Traditional fish survival models capture the effect of multiple environmental drivers (e.g., stream temperature, stream flow) by adding different variables, which increases model complexity and results in very long and impractical run times (i.e., weeks). We propose a coupled survival-growth model that leverages the observations from both sources simultaneously. It also integrates the Bayesian process into the neural network model to efficiently capture complex variable relationships in the system while also conforming to known survival processes used in existing fish models. To further reduce the performance disparity of fish body length across cohorts, we propose two approaches for enforcing fairness by the adjustment of training priorities and data augmentation. The results based on a real-world fish dataset collected in Massachusetts, US demonstrate that the proposed method can greatly improve prediction accuracy in modeling survival and body length compared to independent models on survival and growth, and effectively reduce the performance disparity across cohorts. The fish growth and movement patterns discovered by the proposed model are also consistent with prior studies in the same region, while vastly reducing run times and memory requirements.


## 1 Introduction

Healthy fish populations are critical for humans and ecosystems because fish provide important food supplies while also contributing to the diversity and functioning of aquatic systems [Washington, 1984]. Information about fish body growth and survival is important for population assessments and effective management of fisheries and fish populations. Moreover, such information can help improve our understanding of fish population structure and how environmental drivers influence presence and dynamics of fish populations.


Figure 1: The distribution of fish body length values in different seasons (a) spring (March-May), (b) summer (June-August), (c) fall (September-November), (d) winter (December-February), in our study region at western Massachusetts, US.

A deeper understanding of fish population dynamics facilitates effective decision making in dynamic habitats.

Modeling growth and survival is challenging for several reasons. First, we need to consider impacts of multiple environmental drivers that can jointly influence population dynamics through complex pathways [Ozgul et al., 2009; Coulson et al., 2011; Pelletier et al., 2012]. Second, there is often strong variability in fish patterns through space (e.g., across different rivers) and over time (e.g., across seasons and fish cohorts). Fig. 1 shows the seasonal distribution of body length values for all the brook trout (Salvelinus fontinalis) captured around the West Brook watershed in western Massachusetts. This shows the variability of fish body size due to the change of season and weather conditions. Third, the collected individual fish data are often sparse as probabilities of capture are almost always less than 1 and generally much lower [Letcher et al., 2015] and fish can emigrate from study areas [Letcher et al., 2005]. The available data can also be biased towards certain locations, seasons, or fish cohorts. Moreover, the growth data (e.g., fish length) can be noisy ( $+/-1 \mathrm{~mm}$ ) due to measurement errors in the field and
the variability in growth among individuals.
Aquatic ecologists often build Bayesian models to study fish survival and body growth. For example, Letcher et al. [Letcher et al., 2015] built a Bayesian framework with latent state variables to estimate the effects of environmental variation on interactive components of fish population dynamics. The model consists of modules for modeling fish survival, body growth, movement among rivers, and individual capture probability. These Bayesian models are widely used because they can explicitly represent the internal relationships amongst different variables, implicitly account for uncertainty in parameter estimates and can effectively propagate the uncertainty through multiple interacting states [Raabe et al., 2014; Kanno et al., 2015; Letcher et al., 2015]. However, efficacy of Bayesian models for large, complex datasets can be limited. First, traditional Bayesian approaches commonly use Gibbs sampling for parameter estimation, which can result in very long and impractical run times (i.e., weeks) for modeling complex data, e.g., a large number of individual fish [Belloni and Chernozhukov, 2009]. Second, Bayesian models reach an upper practical limit in model complexity as additional drivers and interactions are incorporated [Heckerman, 1998]. As an alternative, machine learning models have also been developed for modeling species population dynamics [Seo et al., 2021; Joseph, 2020; Mohankumar and Hefley, 2022; Bonnaffé et al., 2021], but they ignore underlying processes and complexity used in Bayesian models and also consider target variables independently without modeling their dependencies, e.g., the relation between survival and variables such as body length and weight. Moreover, both existing machine learning and Bayesian models can be affected by data availability and bias across space and time [Xie et al., 2021a; Xie et al., 2021b]. As a result, model performance can be variable across locations and cohorts. Bayesian models account for variable data availability by using hierarchical model structures where information is shared across sites and time, but so far none of the existing methods have considered uneven data variability across cohorts.

In this paper, we propose a new neural network model, Coupled Growth-Survival network (CGS), for modeling fish body growth and survival. The CGS model explicitly captures the dependencies between the dynamics of fish survival, fish capture probability, and environmental variations in a Bayesian structure. It also takes into account the effect of body size on fish survival by coupling a separate growth model and the survival model. The growth model predicts the fish growth rate in each season and uses the observed fish length as labels in the training process. It also enforces the prior knowledge about fish growth patterns into the learning process. Additionally, we propose two learning strategies to mitigate the performance disparity across cohorts. First, an adaptive model refinement method is developed to adjust training priorities for different fish cohorts based on their predictive performance. Second, we create a data augmentation method to address the data sparsity and imbalance issues. Specifically, we create pseudo labels through an individual re-calibration process. Then we estimate the confidence for these pseudo labels using a Bayesian model as a teacher.

Then we re-train the growth model by incorporating pseudo labels while using their confidence as sample weights.

We evaluate the proposed method using real-world data collected from a stream network located in western Massachusetts, US. The results demonstrate the effectiveness of the proposed method in improving the prediction of fish growth and survival and also preserving the fairness across different fish cohorts. The fish growth and movement patterns discovered by the proposed model are also consistent with prior studies in the same region [Letcher et al., 2015]. Moreover, compared to traditional Bayesian-based fish models, the proposed method can significantly reduce run times (weeks to $\sim 30 \mathrm{mins}$ ) and memory requirements (10's gB of RAM vs $\sim 5 \mathrm{gB}$ ).

## 2 Problem Definition

In this problem, we consider $N$ fish samples from $M$ rivers. We use $r$ as the index of rivers, and use $i$ as the index for fish samples. For each individual fish $i$, we use the input features $\mathbf{x}_{i}^{t}$ at each time $t$, which include variables describing the environmental conditions, such as water flow and water temperature, as well as the information of season, cohort, and current river id.

We consider every season as a time step. For every time step $t$, our objective is to (1) model whether each fish survives (i.e., $\mathbf{z}_{i r}^{t}=1$ ) at a specific river site $r$, and (2) predict the body length $\hat{y}_{i}^{t}$ for each fish. In the training process, we use the fish observation (survival) data $\mathbf{O}$ and body length data $Y$ from [Letcher et al., 2015]. In particular, $\mathbf{O}=\left\{\mathbf{o}_{i r}^{t}\right\}$, where $\mathbf{o}_{i r}^{t}=1$ indicates that the fish $i$ is observed in river $r$ at time $t$. Fish length data are represented as $Y=\left\{y_{i}^{t}\right\}$, where $y_{i}^{t}$ is the measured body length (in mm ) for fish $i$ at time $t$. It is noteworthy that both the observation and body length data are sparse as fish may not be captured at each time step even while they are still alive.

We also aim to promote the fairness of a learning model's performance on the body length prediction over several mutually-exclusive groups of individual fish. Here we consider the fairness objective as reducing the performance disparity across different fish groups. For example, the fairness metric can be the standard deviation of root mean squared error (RMSE) over all the groups. In this work, groups are defined by fish cohorts. The fairness aims to ensure the balance of model performance across all fish cohorts.

## 3 Method

The overall flow of the proposed method is shown in Fig. 2. The fish survival $\mathcal{M}_{s}$ depends not only on input features (e.g., environmental conditions, seasons, cohorts), but also on their current body size [Letcher et al., 2015]. We create a fish growth modeling component $\mathcal{M}_{l}$ for predicting the body length of each fish. The output of $\mathcal{M}_{l}$ is fed to the survival model $\mathcal{M}_{s}$ as an additional input. The entire model is trained in an end-to-end fashion so the two components $\mathcal{M}_{s}$ and $\mathcal{M}_{l}$ can supplement each other. In this section, we first describe the survival modeling component $\mathcal{M}_{s}$ and the body length modeling component $\mathcal{M}_{l}$. Then we introduce


Figure 2: The overall structure of the proposed CGS method, which consists of the survival modeling component (left) and the growth modeling component (right).
new fairness enforcement methods to reduce the performance disparity over different fish cohorts.

### 3.1 Survival Model

We first introduce an independent survival model without considering the effect of fish body size. Inspired by prior work [Royle, 2008; Letcher et al., 2015], we consider the fish survival as a Markov process, in which the survival at time $t$ depends on the previous survival state at $t-1$. In particular, we use the survival indicator $\mathbf{z}_{i r}^{t}=1$ to represent that the fish $i$ is alive and stays in river $r$ at time $t$. The survival of a fish in river $r$ at the next time step $t+1$ depends on (1) whether the fish is alive at $t$, (2) the probability for the fish to move to river $r$ before time $t+1$, and (3) the probability for the fish to survive from $t$ to $t+1$. To capture such relationships, we introduce a variable $\phi_{i r}^{t}$ to represent the probability for the fish $i$ to keep surviving in river $r$ at time $t+1$, i.e., $\phi_{i r}^{t}=P\left(z_{i r}^{t+1}=1 \mid z_{i r}^{t \rightarrow}=1\right)$, where $z_{i r}^{t \rightarrow}=1$ indicates that the fish stays or arrives at river $r$ at a time during $[t, t+1)$.

The variable $\phi_{i r}^{t}$ is sampled from a Gaussian distribution $\phi_{i r}^{t} \sim \mathcal{N}\left(\mu_{\phi, i r}^{t}, \sigma_{\phi, i r}^{t}\right)$, where the mean and standard deviation are computed from the input features through functions specific to river $r$, as follows:

$$
\begin{align*}
\mu_{\phi, i r}^{t} & =f_{1}^{r}\left(\mathbf{x}_{i r}^{t}\right) \\
\sigma_{\phi, i r}^{t} & =f_{2}^{r}\left(\mathbf{x}_{i}^{t}\right) \tag{1}
\end{align*}
$$

where the functions $f_{1}^{r}$ and $f_{2}^{r}$ are river $r$-specific functions and are implemented using multi-layer neural networks. we adopt the reparameterization trick [Kingma and Welling, 2013] to ensure the differentiability of the sampling process of $\phi_{i r}^{t}$.

We then create a transition matrix $\mathbf{Q}_{i}^{t}$ for the time window $[t, t+1)$, where $\mathbf{Q}_{i}^{t}\left(r, r^{\prime}\right)$ denotes the probability for the fish $i$ to move from river $r$ to river $r^{\prime}$ during the time window $[t, t+1]$. Each row $r$ of the transition matrix $\mathbf{Q}$ is computed as:

$$
\begin{equation*}
\mathbf{Q}_{i}^{t}[r,:]=q^{r}\left(\mathbf{x}_{i}^{t}\right), \tag{2}
\end{equation*}
$$

where the function $q^{r}$ is specific to river $r$ and implemented by a multi-layer network with a softmax output.

Then we sample the survival variable $\mathbf{z}_{i r}^{t}$ at time $t$ from a Bernoulli distribution. The parameter of the Bernoulli distri-
bution needs to consider the survival of the fish $i$ at the previous time $t-1$, the movement to the river $r$, and the probability for it to keep surviving. This process is expressed as follows:

$$
\begin{equation*}
\mathbf{z}_{i r}^{t} \sim \operatorname{Bernoulli}\left(\sum_{r^{\prime}} \mathbf{z}_{i r^{\prime}}^{t-1} \cdot \mathbf{Q}_{i}^{t-1}\left[r^{\prime}, r\right] \cdot \boldsymbol{\phi}_{i r}^{t-1}\right) \tag{3}
\end{equation*}
$$

Ideally, we wish to compare the modeled survival variables $\mathbf{z}$ with fish observations $\mathbf{O}$. However, for each fish, it may not be captured every time even when it survives. Hence, we create another capture probability variable $\mathbf{p}_{i}^{t}=d\left(\mathbf{x}_{i}^{t}\right)$, where $d$ is a multi-layer network with a sigmoid output in $[0,1]$.

Combining the survival variables, the capture probability, and observations, we define the training objective using the negative log-likelihood function, as follows:

$$
\begin{align*}
\mathcal{L} & =-\sum_{t} \sum_{i} \sum_{r} \log P\left(\mathbf{o}_{i r}^{t} \mid \mathbf{z}_{i r}^{t}, \mathbf{p}_{i}^{t}\right) \\
& =-\sum_{t} \sum_{i} \sum_{r} \log \left(\mathbf{z}_{i r}^{t} \mathbf{p}_{i}^{t}\right)^{\mathbf{o}_{i r}^{t}}\left(1-\mathbf{z}_{i r}^{t} \mathbf{p}_{i}^{t}\right)^{1-\mathbf{o}_{i r}^{t}}, \tag{4}
\end{align*}
$$

The model parameters in functions $f_{1}, f_{2}, q$, and $d$ are updated by minimizing the loss function via back-propagation. It is noteworthy that the sampling process by Eq. 3 is not differentiable. There are two possible solutions to overcome this issue: (1) using the Gumbel-softmax reparamererization for the Bernoulli sampling [Jang et al., 2016], and (2) directly using the Bernoulli probability $P\left(\mathbf{z}_{i r}^{t}=1\right)$ as the value of $\mathbf{z}_{i r}^{t}$ in Eq. 4 without sampling. We notice that the second approach yields slightly better performance in our tests.

### 3.2 Fish Growth Modeling

We build a predictive model $g$ to predict the fish growth at each time step. According to prior studies [Sigourney et al., 2008; Letcher et al., 2015], environmental conditions can affect how fast the fish grow over time. Hence, instead of directly predicting the body length value $y_{i}^{t}$ at $t$, the model $g$ is designed to predict the length increase (i.e., growth rate) for each fish from each time $t$ to the next step $t+1$. Specifically, we represent the growth rate of fish length as

$$
\begin{equation*}
\alpha_{i}^{t}=g\left(\mathbf{x}_{i}^{: t}\right)+e_{i} \tag{5}
\end{equation*}
$$

where $\mathbf{x}_{i}^{i t}$ represents the input features for the fish $i$ until the time step $t$. The function $g$ is implemented by a Long-Short Term Memory (LSTM) model [Hochreiter and Schmidhuber, 1997] and a softplus output layer, which ensures the growth value $\alpha_{i}^{t}$ is non-negative. The noise term $e_{i} \sim \mathcal{N}\left(\mu_{i}, \sigma_{i}\right)$ accounts for the fish individual difference and the observation errors, and is constant over time.

After we obtain the predicted growth rates, we estimate the length of fish at each time $t$ as

$$
\begin{equation*}
\hat{y}_{i}^{t}=y_{i}^{1}+\sum_{t=1}^{t-1} \alpha_{i}^{t} \tag{6}
\end{equation*}
$$

where $y_{i}^{1}$ is the body length of fish $i$ at the first time step (first obervation for each fish). Here we assume that all the fish samples in our study have observed initial body length values. The growth model is trained by minimizing the mean-squared error (MSE) by comparing with observed fish length values.

Besides the effect of environmental conditions, the growth rate also depends on the current fish body size [Hopkins, 1992]. Hence, we build a recurrent process by feeding the predicted length values $\hat{y}_{i}^{t-1}$ (Eq. 6) at the previous time as additional input to predict the growth rate at time $t$. Then Eq. 7 is updated as

$$
\begin{equation*}
\alpha_{i}^{t}=g\left(\left[\mathbf{x}_{i}^{t}, \hat{y}_{i}^{t-1}\right]\right)+e_{i} \tag{7}
\end{equation*}
$$

Coupled growth-survival model: Prior study has demonstrated the interplay between fish survival and body size [Letcher et al., 2015; Lorenzen et al., 2022]. Hence, we enhance the survival modeling by augmenting the input variable $\tilde{\mathbf{x}}_{i r}^{t}=\left[\mathbf{x}_{i r}^{t}, \hat{y}_{i}^{t}\right]$, which is then fed to the functions $f_{1}, f_{2}$, $q$ and $d$. The growth model and the survival model are jointly trained in an end-to-end fashion so the survival uncertainty will be propagated to update the growth model.

Incorporating knowledge constraints: The observed body length values are sparse for many fish samples. Training the growth model using such sparse data can lead to the degradation of the accuracy and also the inconsistency with known growth patterns. In particular, we notice that the model $g(\cdot)$ learned using sparse data produces smooth growth rates over different seasons. According to prior fish studies [Sigourney et al., 2008; Letcher et al., 2015], fish often grow much faster from spring to summer compared to other seasons. To account for this issue, we propose to enforce the prior knowledge about fish growth patterns into the learning process. To capture such variation, we introduce a bias term $b_{i}^{t}=u\left(\mathbf{x}_{i}^{t}\right)$, where $u$ is a transformation function implemented by fullyconnected neural networks. Then the growth rate can computed as

$$
\alpha_{i}^{t}=\left\{\begin{array}{l}
g\left(\left[\mathbf{x}_{i}^{t}, \hat{y}_{i}^{t-1}\right]\right)+e_{i}+b_{i}^{t}, t \text { is in Spring }  \tag{8}\\
g\left(\left[\mathbf{x}_{i}^{t}, \hat{y}_{i}^{t-1}\right]\right)+e_{i}, \text { otherwise }
\end{array}\right.
$$

### 3.3 Fairness Enforcement

The fish cohort-related biases can be caused by both the unfair learning process and the sparse training samples. These biases are especially hurtful for monitoring the growth and survival of fish populations. Amongst existing fairnessenforcing methods, the most common strategy is to incorporate additional fairness losses as the term in the loss function [Zafar et al., 2017; Yan and Howe, 2019; Kamishima et al., 2011; Serna et al., 2022], e.g., $\mathcal{L}=\mathcal{L}_{\text {pred }}+\lambda \cdot \mathcal{L}_{\text {fair }}$, where $\mathcal{L}_{\text {pred }}$ is the prediction loss (e.g., MSE loss) and $\lambda$ is a scaling factor. Another major direction involves incorporating additional discriminators during training to penalize learned representations that may reveal the identity of a group (e.g., gender) in an adversarial manner. [Sweeney and Najafian, 2020; Zhang and Davidson, 2021; Alasadi et al., 2019]. However, these fairness-preserving methods face three main limitations when used for fish cohort fairness: (1) In deep learning training, mini-batches are often used due to data size, but it is difficult for each mini-batch to contain representative samples from all cohorts when calculating $\mathcal{L}_{\text {fair }}$. (2) The choice of scaling factor $\lambda$ directly impacts the final output and varies from problem to problem. If not properly set, the scaling factor may lead to direct competition between
$\mathcal{L}_{\text {pred }}$ and $\mathcal{L}_{\text {fair }}$. (3) Existing methods can still be affected by sparse and imbalanced training samples.

To mitigate these concerns, we introduce two approaches for enforcing fairness. The first approach, adaptive model refinement, aims to adjust the priority of training over different fish cohorts. The second approach, data augmentation with uncertainty, aims to enhance the model training with additional pseudo-labels.

Adaptive model refinement: The standard predictive model $g$ may comprise the performance on certain cohorts to achieve better overall performance. To address this issue, we introduce a global referee to evaluate the performance disparity during the training process and identify the cohorts that are under-represented by the current predictive model $g$, as inspired by the previous work [Xie et al., 2022; He et al., 2022]. Then the referee will adjust the learning rate for different cohorts based on their relative performance. The advantage of this method is in that it disentangles the fairness objective and the performance optimization.

Specifically, in each iteration, the referee evaluates the performance (e.g., RMSE) $M_{c}$ on each fish cohort $c \in \mathcal{C}$, and measures its deviation with the overall performance $\bar{M}$. In our tests, we measure the overall performance $\bar{M}$ as the RMSE of the current model $g$ over all the observation data. We then modify the learning rate $\eta_{c}$ for the cohort $c$ as

$$
\begin{align*}
\eta_{c} & =\frac{\eta_{c}^{\prime}-\eta_{\min }^{\prime}}{\eta_{\max }^{\prime}-\eta_{\min }^{\prime}} \cdot \eta_{i n i t}  \tag{9}\\
\eta_{c}^{\prime} & =\max \left(M_{c}-\bar{M}, 0\right)
\end{align*}
$$

where $\eta_{\text {init }}$ is the learning rate used to train model $g$, $\eta_{\text {min }}^{\prime}=\arg \min _{\eta_{c}^{\prime}}\left\{\eta_{c}^{\prime} \mid \eta_{c}^{\prime}, \forall c \in \mathcal{C}\right\}$, and $\eta_{\text {max }}^{\prime}=$ $\arg \max _{\eta_{c}^{\prime}}\left\{\eta_{c}^{\prime} \mid \forall c \in \mathcal{C}\right\}$.

According to Eq. 9, if a cohort's performance $M_{c}$ is worse than the overall performance, its learning rate $\eta_{c}$ will be increased relatively to other cohorts. As a result, the samples in this cohort will have a higher impact for training the predictive model $g$. Moreover, all the learning rates after the update are normalized back to the range $\left[0, \eta_{\text {init }}\right]$ to keep the optimization process stable.

Data augmentation with uncertainty. The performance disparity can be exacerbated by the lack of represensative training samples. To address this issue, we propose to impute missing observations and then use the imputed data with a reweighting strategy to augment the training process.

In particular, for each fish, we first apply the obtained model $g$ to predict body length values over all the time steps using the current model. Then we refine the predicted values through an individual re-calibration process. The intuition is that, for any fish with at least two body length observations, the predicted growth rates need to be consistent with the increase of body length values. Specifically, we propose to update the noise factor $e_{i}$ in Eq. 8 separately for each pair of consecutive observed length values, e.g., between time $t_{1}$ and $t_{2}$, and then apply the obtained noise factor to each time step from $t_{1}$ to $t_{2}-1$ in the prediction. If the observation at $t_{2}$ is the last observation, we will keep using the obtained noise factor until the end of the observation period.

Next, we will use the re-calibrated values $\tilde{\alpha}_{i}^{t}$ as pseudolabels for training the model by including another MSE loss $\mathcal{L}_{\text {aug }}$ between the predicted growth rates $\alpha_{i}^{t}$ and the recalibrated values $\tilde{\alpha}_{i}^{t}$. Since the re-calibrated growth rates are not fully accurate, we reweight them based on the uncertainty of a separate Bayesian model. In particular, we follow the prior work [Letcher et al., 2015] to create a linear probabilistic growth model, with the input of water flow, water temperature, the product of water flow and water temperature, and the body length. Then we use this model to estimate $P\left(\tilde{\alpha}_{i}^{t} \mid \mathbf{x}_{i}^{t}\right)$. The obtained probability density values are normalized over all the samples and used to reweight the re-calibrated growth rates in the MSE loss $\mathcal{L}_{\text {aug }}$.

## 4 Experiments

### 4.1 Dataset

The fish data are collected from the West Brook (WB) and three tributaries, located in western Massachusetts, US (Fig. 3). The focal study area consists of a $1-\mathrm{km}$ long reach of the WB and $300-\mathrm{m}$ long reaches of three tributaries (rivers $2-4$ ). The bottom of the study area on river 4 contains a waterfall, which blocks access to river 4 from the WB (river 1). Average stream width is $4-5 \mathrm{~m}$ for the WB, and $1-3 \mathrm{~m}$ for tributaries. Fish were captured using standard stream ecology techniques (details in [Letcher et al., 2015]) in the four rivers four times per year (seasonally) from 2002 to 2015. Upon capture, fish were anesthetized, measured for length ( $+/-1$ mm ) and a $12-\mathrm{mm}$ Passive Integrated Transponder tag was inserted through a small incision in the abdomen. The tag provided a unique ID for each tagged fish.

In this work, we focus on modeling the survival and growth of brook trout (Salvelinus fontinalis) in the study region. We study in total 11,768 fish samples from 13 cohorts. Each cohort is defined as the set of fish of the same age. We model the survival and body length for each fish over a 3 year period by treating each season as a time step. The survival and length observations are only available for certain time steps (when a fish was captured). In total we have 23,760 survival observations over 4 river sites and 23,748 length observations.

### 4.2 Accuracy Evaluation

We first evaluate the accuracy of the proposed methods in modeling fish growth and survival. In particular, we compare the predicted body length and survival values with observations. We evaluate the model performance by splitting all the fish samples into disjoint training and testing set. We also adjust the ratio of samples in the training set, i.e., using $1 \%$, $10 \%$, and $50 \%$ of all the fish samples for training, and test the obtained model in the remaining fish samples.

We implemented the proposed method using computer technology for high performance [Window 11, CPU i9 13900 F , GeForce RTX 3080 GPU]. The intermediate transformation functions (e.g., $f_{1}, f_{2}, q, d, u$ ) are implemented as a two-layer network with the intermediate layer of 20 hidden units using the sigmoid activation function. The function $g$ is implemented using a standard one-layer LongShort Term Memory (LSTM) [Hochreiter and Schmidhuber, 1997] with the hidden representation of 10 dimensions.


Figure 3: The study region in the West Brook (river 1) and three tributaries, located in western Massachusetts, US.

The initial learning rate $\eta_{\text {init }}$ for the training is set as 0.01 . Code is available at: https://drive.google.com/drive/folders/ 1dPtJ1eU-u_YQwKaRAtNScUonfeW0fEbZ.
Body length prediction: Table 1 summarizes the performance of multiple different methods in predicting body length using different numbers of training fish samples ( $1 \%$, $10 \%, 50 \%$ ). In particular, the Recurrent Neural Networks (RNN) model is a standard RNN neural network with the LSTM cell [Hochreiter and Schmidhuber, 1997], and it takes the input $\mathbf{x}$ and outputs the growth rates. The $\mathrm{RNN}_{\text {auto }}$ extends the RNN model with another autoregressive structure by feeding the predicted body length value as input to the next time step. The CGS model is the proposed model in which the growth model is coupled with the survival model. CGS $_{\text {fair }}$ enforces the fairness on the CGS model using the adaptive model refinement approach. $\mathrm{CGS}_{\text {fair-ps }}$ further uses the pseudo-labels to augment the training process (Section 3.3). The performance is measured in terms of the overall RMSE (i.e., measured over all the observed length values) and the sample-wise RMSE (i.e., measured over each fish separately and then averaged over all the fish samples).

It can be seen from Table 1 that the proposed CGS model outperforms the independent growth models (i.e., RNN and $\mathrm{RNN}_{\text {auto }}$ ), which shows the benefit of training survival and growth models together. The improvement from RNN to $\mathrm{RNN}_{\text {auto }}$ confirms the benefit of including the previous predicted length values as input. This improvement is less obvious when the model is trained using less training data because the predicted length values are less accurate. The adaptive model refinement method can slightly improve the predictive accuracy as it dynamically increases the training priority over under-represented cohorts. The use of pseudo-labels can improve the performance as it better exploits the individual difference through the individual re-calibration process and augment the sparse training data with additional supervision.

Fig. 4 shows examples of predicted body length values by different methods. Fig. 4 (a)-(c) shows the results for the


Figure 4: Predicted body length values by different methods. (a)-(c) are predictions on the same fish using different amounts of training samples ((a) $1 \%$, (b) $10 \%$, (c) $50 \%$ ). Predictions in (d) are from a different fish sample using $10 \%$ training data.

| Method | $1 \%$ | $10 \%$ | $50 \%$ |
| :--- | :---: | :---: | :---: |
| RNN | $12.44(8.31)$ | $9.15(7.12)$ | $7.96(5.43)$ |
| RNN $_{\text {auto }}$ | $12.29(8.22)$ | $8.39(5.98)$ | $7.47(5.21)$ |
| CGS $_{\text {fair }}$ | $11.39(7.33)$ | $7.88(5.65)$ | $7.26(5.13)$ |
| CGS $_{\text {fair }}$ | $11.19(7.19)$ | $7.64(5.34)$ | $7.21(5.12)$ |
| CGS $_{\text {fair-ps }}$ | $11.10(7.19)$ | $7.60(5.31)$ | $6.87(4.99)$ |

Table 1: The performance of predicting fish body length using different proportion of training fish samples. The performance is measured using the overall root mean squared error (RMSE) over all the test observations and the sample-wise RMSE over all the test fish samples (inside parenthesis).

| Method | $1 \%$ | $10 \%$ | $50 \%$ |
| :--- | :---: | :---: | :---: |
| Independent | $0.87(0.81)$ | $0.87(0.81)$ | $0.87(0.82)$ |
| CGS | $0.89(0.84)$ | $0.89(0.85)$ | $0.90(0.85)$ |

Table 2: The performance of modeling fish survival using different proportion of training fish samples. The performance is measured using the average likelihood over all the test survival observations and the average likelihood over only the test survival observations with transitioning across different river sites (inside parenthesis).
same fish but using different amounts of training data ( $1 \%$, $10 \%, 50 \%$ ), and Fig. 4 (d) shows the result for a different fish using $10 \%$ training data. We observe that the standard RNN method can over-estimate or under-estimate the length values when using less training data, and the accumulated error becomes larger over time. When using more training samples, all the methods have much better performance.
Survival modeling: We also test the effect of integrating the body length modeling into the survival modeling component. The comparison is shown in Table 2. Here we report the average likelihood of all the observed survival data and the average likelihood of the survival data when fish move across different river sites. Modeling survival with movement is more challenging as the model needs to correctly predict both the target river site and the survival value. According to the results, we can observe that the coupled model can achieve better performance in modeling fish survival. Fig. 5 shows the survival indicators predicted by the independent and coupled models in two fish samples. The results in Fig. 5 (a) and (c) are produced by the independent survival model, while the results in Fig. 5 (b) and (d) are generated by the CGS model. For the first sample (Fig. 5 (a) and (b)), we can see that the

| Method | $1 \%$ | $10 \%$ | $50 \%$ |
| :--- | :---: | :---: | :---: |
| CGS | $2.37(3.53)$ | $1.78(2.62)$ | $1.25(2.43)$ |
| CGS $_{\text {fair }}$ | $2.14(2.90)$ | $1.49(1.94)$ | $0.93(1.63)$ |
| CGS $_{\text {fair-ps }}$ | $2.11(2.93)$ | $1.47(1.92)$ | $0.86(1.58)$ |

Table 3: Performance disparity across cohorts using body lengths predicted by different methods. The disparity is measured by the standard deviation of root mean squared error (RMSE) over all the cohorts and the maximum distance between the RMSE of a cohort and the overall RMSE (in parenthesis).
coupled model can better capture the movement of fish across different river sites, especially when the fish enters river 3 the second time. For the second sample (Fig. 5 (c) and (d)), the fish stays in the same river (river 1) all the time. The coupled model is shown to produce higher survival values on the river 1 while the independent model still outputs survival values for other rivers.

### 4.3 Fairness Evaluation

Table 3 shows the performance disparity across cohorts in predicting body length by three methods. We include two sets of measures: (1) the standard deviation of RMSE over all the cohorts; and (2) the maximum distance between the RMSE of a cohort and the overall RMSE. As we can see, the $\mathrm{CGS}_{\text {fair }}$ method greatly reduces the disparity across cohorts by using the adaptive refinement approach. And the incorporation of pseudo-labels $\left(\mathrm{CGS}_{\text {fair-ps }}\right)$ further promotes the performance fairness. Fig. 6 shows the absolute difference between the RMSE of each cohort and the overall RMSE using $50 \%$ training data. For the CGS model, the lack of consideration on fairness leads to larger errors for some cohorts (i.e., cohort 2007). This is because prediction accuracy for one cohort can be easily compromised to pursue better results for other cohorts, which can cause the performance degradation for certain cohorts. In contrast, the proposed fairness enforcement methods can effectively reduce the absolute difference for most cohorts.

### 4.4 Growth and Movement Analysis

We aim to analyze the fish growth and movement patterns using the obtained CGS model. Fig. 7 shows the growth rates of body length at each time step (season). It can be seen that the fish grows much faster in Spring season (i.e., from Spring to Summer), likely due to increasing temperatures and high


Figure 5: Predicted survival values in rivers 1-3. We do not show river 4 here as fish commonly do not enter river 4 from other rivers due to the waterfall. Results in (a) and (b) are on a fish that moves through a river trajectory of ' $3 \rightarrow 2 \rightarrow 3 \rightarrow 1$ ', and results in (c) and (d) are on a fish that keeps staying in river 1. Results in (a) and (c) are produced by the independent survival model while the results in (b) and (d) are generated by the CGS model.


Figure 6: The absolute distance between the root mean squared error (RMSE) of each cohort and the overall RMSE achieved by different methods.


Figure 7: The average growth rates predicted by the CGS model over different time steps in the test data.
prey availability [Grade and Letcher, 2006], This is also consistent with the previous fish modeling study for the same data [Letcher et al., 2015].

We also plot the movement matrices across four rivers in Fig. 8. It can be seen that most fish tend to stay in the same river. The light region in the first column shows that a certain number of fish move from their original rivers to the river 1, which is the main stream connecting to rivers 2-4. The model also predicts that no fish move to river 4, which is justified by the fact that there is a waterfall at the entrance of river 4.

## 5 Conclusion

In this work, we propose a new model for predicting fish survival and body growth in multiple connected rivers. The pro-


Figure 8: The movement matrix estimated by the CGS model over fish populations in (b) summer and (c) fall. The other seasons have similar patterns. Both dimensions represent rivers 1-4. The maximum transition probability value is cutoff at 0.35 to show better contrast across different entries.
posed method (CGS) models fish survival as a Markov process and integrates the effect of environmental variables in a neural network. It also couples the modeling of survival and growth so the two components can inform each other. Two fairness enforcement approaches are also developed to reduce the performance disparity over different fish cohorts. We have several observations from our experiments in a realworld fish dataset: (1) The CGS method can achieve superior performance than independent models in modeling survival and body lengths. (2) The CGS method can achieve reasonable performance even using a small number of training samples. (3) The proposed adaptive refinement method and the data augmentation can help the model preserve the fairness across cohorts while also slightly improving the performance. (4) The fish growth and movement patterns discovered by the CGS model are consistent with previous studies in the same region, while vastly reducing run times (weeks to $\sim 30 \mathrm{mins}$ ) and memory requirements ( 10 's gB of RAM vs $\sim 5 \mathrm{gB}$ ).

The proposed method remains limited in modeling multiple fish species, e.g., Atlantic salmon (Salmo salar) and brown trout (Salmo trutta) in the same study area. In the future, one could explore differences in growth and survival and interactions amongst the species. One could also potentially explore growth and survival variation at finer spatial scales ( 10 's of m vs the current scale of 1 km ). The proposed method is also applicable to studying many other animal species with complex data in complex ecosystems.
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