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Abstract

Emotion recognition in conversation, which aims
to predict the emotion for all utterances, has at-
tracted considerable research attention in recent
years. It is a challenging task since the recogni-
tion of the emotion in one utterance involves many
complex factors, such as the conversational context,
the speaker’s background, and the subtle difference
between emotion labels. In this paper, we propose
a novel framework which mimics the thinking pro-
cess when modeling these factors. Specifically, we
first comprehend the conversational context with a
history-oriented prompt to selectively gather infor-
mation from predecessors of the target utterance.
We then model the speaker’s background with an
experience-oriented prompt to retrieve the similar
utterances from all conversations. We finally dif-
ferentiate the subtle label semantics with a para-
phrasing mechanism to elicit the intrinsic label re-
lated knowledge. We conducted extensive experi-
ments on three benchmarks. The empirical results
demonstrate the superiority of our proposed frame-
work over the state-of-the-art baselines.

1 Introduction
Emotion Recognition in Conversation (ERC) is a crucial task
for recognizing mental health problems. As reported by the
WHO, 1 in every 8 people in the world lives with a mental
health problem such as emotional regulation 1. With the goal
of recognizing human emotions, ERC can help discover the
negative emotions of speakers and identify potential individ-
uals who may be experiencing mental health issues. The ERC
task is also a fundamental step towards human-like artificial
intelligence (AI) [Poria et al., 2019b], and has played an im-
portant role in many areas that are beneficial to humans such
as legal trials [Poria et al., 2019b], empathetic dialog systems
[Majumder et al., 2020], health care systems [Pujol et al.,
2019], and intelligent assistants [König et al., 2016].

* Corresponding authors.
1https://www.who.int/news-room/fact-sheets/detail/mental-

disorders.

Different from conventional emotion recognition tasks, the
emotion of a target utterance in ERC is not self-contained,
which indicates that we cannot predict the emotion merely
by understanding the utterance itself. Instead, some supple-
mentary information, such as the conversational context, and
the speaker’s background, is required to accurately identify
the emotion conveyed by the utterance. Moreover, the differ-
ence between emotion labels like ‘sadness’ and ‘frustrated’
is often subtle and needs to be carefully distinguished.

Current research direction is mainly towards the model-
ing of the conversational context without taking the speaker’s
background into account. Various sequence-based mod-
els [Hazarika et al., 2018; Majumder et al., 2019; Hu et
al., 2021] and graph-based models [Ghosal et al., 2019;
Shen et al., 2021a; Bao et al., 2022; Li et al., 2022; Shen et
al., 2021b] built upon pre-trained language models (PLMs)
are developed to model contextual interactions between ut-
terances. There is also a growing trend in employing ex-
ternal commonsense knowledge [Sap et al., 2019] to enrich
utterance representations [Ghosal et al., 2020; Zhu et al.,
2021] or facilitate emotion transition over the conversation
graphs [Li et al., 2021; Zhao et al., 2022]. Simply fusing
features through network structure falls short of exploiting
the knowledge capacity [Liu et al., 2023; Brown et al., 2020;
Liu et al., 2021] of the PLMs, and thus a more recent method
CISPER [Yi et al., 2022] leverages the prompt-learning
paradigm for this purpose. However, CISPER uses the same
prompt for all utterances in a dialogue without considering
their relations to the target utterance and its speaker.

In this paper, we propose a novel conversational emotion
recognition framework which mimics the thinking process of
a human being. To understand the emotion conveyed by the
target utterance, human beings typically go through the fol-
lowing questions step by step.

1) What does the speaker say? People need first to locate
and then read the target utterance to understand the ut-
terance itself.

2) What is the influence of the conversational context on the
speaker? The conversational context may exert a strong
influence on the speaker, so it is necessary to obtain rel-
evant information from the dialogue history.

3) What is the speaker’s background? People need to learn
the speaker’s background since the speaker often draws
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experience in similar situations to express an attitude to
a particular utterance.

4) How does the speaker feel? People need to differentiate
the semantics of the emotion labels for a precise emotion
understanding.

To realize the above thinking process, we present a multi-
prompt and label paraphrasing (MPLP) model for emotion
recognition in conversation. Our model consists of two
stages. At the first stage, the model is trained to understand
1) What does the speaker say?. An utterance along with its
surrounding context are fed into a PLM for the utterance en-
coding. In the second stage, the model is further trained to
better identify the emotions with a thorough comprehension
of 2) 3) 4). While 2) is the focus of all previous methods yet
the existing prompt based approach does not handle it well,
3) and 4) are largely neglected by current studies. Our effort
is devoted to addressing these issues.

To be specific, to perceive 2) What is the influence of
the conversational context on the speaker?, we encode the
speaker-related information and the history-influenced emo-
tion into a history-oriented prompt to comprehend the con-
versational context. To model 3) What is the speaker’s back-
ground?, we retrieve similar utterances seen in the training
set and convert these utterances into an experience-oriented
prompt to capture the speaker’s task-specific experience. To
have a deep understanding of 4) How does the speaker feel?,
we design an auxiliary generation task with the help of label
paraphrasing from SentiWordNet [Baccianella et al., 2010]
to distinguish the subtle semantics of different emotion labels.

In summary, the contributions of this work are threefold.
Firstly, we point out the problem of inadequate coverage of
the human thinking process in existing methods. Secondly,
we propose a multi-prompt and label paraphrasing model
to mimic this process in a comprehensive way. Lastly, We
demonstrate the effectiveness and the working mechanism
of our proposed model via extensive experiments on three
commonly-used datasets 2.

2 Related Work
2.1 Emotion Recognition in Conversation
Most existing approaches design sequence-based or graph-
based models to tackle the problem of context modeling.
ICON [Hazarika et al., 2018] uses GRUs to model the self-
and inter-speaker emotional effects. DialogueRNN [Ma-
jumder et al., 2019] keeps track of the individual party states
by several GRU models. DialogueCRN [Hu et al., 2021] uses
LSTM modules to retrieve and integrate contextual emotional
clues iteratively. DialogueGCN [Ghosal et al., 2019] mod-
els speakers’ dependency by applying graph neural networks
to a neighbor graph. DAG-ERC [Shen et al., 2021b] and
SGED [Bao et al., 2022] treat the conversation as an acyclic
directed graph. External knowledge is also widely used in
ERC tasks. COSMIC [Ghosal et al., 2020] introduces com-
monsense knowledge during the sequence modeling proce-
dure. TODKAT [Zhu et al., 2021] combines topic informa-

2Our code and data are available at https://github.com/
NLPWM-WHU/MPLP.

tion to reduce the noise of commonsense. SKAIG [Li et al.,
2021] and CauAIN [Zhao et al., 2022] classify commonsense
elements into different types to enhance emotion transition
between utterances. CISPER [Yi et al., 2022] encodes the
conversation context and commonsense into prompts. In ad-
dition to the model designing, some work [Yang et al., 2022;
Song et al., 2022; Li et al., 2022] adopts contrastive or cur-
riculum learning strategies to get better results.

Overall, existing methods suffer from the issue of inade-
quate coverage of the human thinking process, and we real-
ize this by mimicking the complete process with prompts and
paraphrasing.

2.2 Prompt and Paraphrasing
Prompt-based learning is an emerging paradigm in natural
language processing. To bridge the gap between the pre-
training and fine-tuning, prompt-based methods modify the
inputs by appending additional token sequences, which are
helpful to elicit knowledge from PLMs [Brown et al., 2020;
Lester et al., 2021]. Early models like GPT-3 [Brown et
al., 2020] use handcrafted task instructions and demonstra-
tions to construct hard prompts. Recently, there has been a
growing trend to explore the potential of continuous prompts
[Li and Liang, 2021; Lester et al., 2021]. Paraphrasing is
another new learning paradigm to transfer knowledge of a
PTM by paraphrasing the key elements and generating a tar-
get sentence for the input sentence [Mueller et al., 2022;
Zhang et al., 2021].

We introduce a history-oriented prompt, an experience-
oriented prompt, and a label paraphrasing into our model,
which can better leverage the power of PLMs for the down-
stream ERC task.

3 Methodology
3.1 Problem Definition
In ERC, a conversation is defined as a list of utter-
ances u1, u2, ..., uN , where N is the number of utterances.
Each utterance ui consists of ni tokens, namely ui =
wi1, wi2, ..., wini

. A discrete value yi ∈ Y is used to denote
the emotion label of ui, where Y is the set of emotion labels.
Each utterance ui is associated with a speaker s(ui). The
objective of this task is to output the emotion label yt for a
given query/target utterance ut based on its historical context
u1, u2, ..., ut−1 and the corresponding speaker information.

3.2 Overview
In this section, we present our multi-prompt and label para-
phrasing (MPLP) model to mimic the thinking process. The
overview of our model is shown in Fig. 1. Our model consists
of two stages. The first stage is for utterance understanding,
i.e., “1) What does the speaker say?”. To this end, a PLM
is fine-tuned to produce initial representations for utterances.
The resulting model is saved as the base model (denoted as
MPLPb). The second stage is for the modeling of next three
questions including “2) What is the influence of the conver-
sational context?”, “3) What is the speaker’s background?”,
and “4) How does the speaker feel?”. Accordingly, we con-
struct a history-oriented prompt and an experience-oriented
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𝑮𝒕 = SentiWordNet(Class).

(a) An overview of our model at the second stage

(b) History-oriented prompt

𝑬([ [SEP] 𝒔𝒕 : What do you want me to do? … … * M: Calm 
yourself. *])

𝐸([𝑠𝑡 feels [mask]]). 

BART Decoder

Dialogue History Sequence

ℎ0 ℎ1 ℎ𝑡−2 ℎ𝑡−1…

ℎ0 ℎ1 ℎ𝑡−2 ℎ𝑡−1…

𝑖𝑛𝑓𝑙𝑢𝑡
ℎ𝑖𝑠𝑡ℎ𝑡

𝑤0 𝑤1 𝑤1 𝑤0

+

𝐏𝐫𝐨𝐦𝐩𝐭𝒉𝒊𝒔𝒕, 𝐏𝐫𝐨𝐦𝐩𝐭𝒆𝒙𝒑 ,

𝐸([𝑠𝑡 feels 𝑮𝒕]) (𝐺𝑡 = frustrated, disappointedly unsuccessful.) 

𝐏𝐫𝐨𝐦𝐩𝐭𝒆𝒙𝒑 = 𝐸 [𝑠𝑡 may feel mask ] .

Training 
set

Similar Sample Set

𝑑0

𝑑1

𝑑𝑘−1
𝑑𝑘…

ℎ𝑡 𝑖𝑛𝑓𝑙𝑢𝑡
𝑒𝑥𝑝

Retriever

+

Class Adjective Paraphrase

0 Neutral having no personal 
preference

1 Happy enjoying or showing or 
marked by joy or pleasure

2 Angry feeling or showing anger

3 Frustrated disappointingly 
unsuccessful

4 Sad bad; unfortunate

… … …

BART Decoder

BART Encoder

(d) Label paraphrasing(c) Experience-oriented prompt

ℎ𝑡
𝑒𝑥𝑝

ℎ𝑡
ℎ𝑖𝑠𝑡

ℎ𝑡
′

𝐏𝐫𝐨𝐦𝐩𝐭𝒉𝒊𝒔𝒕 = 𝐸([𝑠𝑡 may feel mask ]).

Figure 1: An overview of our model. The first stage for utterance understanding is conventional and thus omitted, and we only present the
structure used at the second stage (a). The utterance representations from the first stage are used to construct the history-oriented prompt (b)
and the experience-oriented prompt (c). The label paraphrases from the SentiWordNet are used for the auxiliary generation task (d).

prompt based on the initial utterance representations from the
first stage. Meanwhile, we perform an auxiliary task of label
paraphrasing to leverage label semantics and fully elicit the
lexical knowledge from the PLM.

3.3 Utterance Understanding
We adopt the generative PLM BART [Lewis et al., 2020] for
utterance understanding. We package the most recent m ut-
terances and their corresponding speaker names along with
the target sentence into a token sequence Ct, and feed it to
the BART encoder. To distinguish the target utterance (st, ut)
from its context, a special token ∗ is added at the beginning
and the end of the input utterance in the encoder. An emo-
tional prompt Pt is sent to the decoder to get the representa-
tion of target utterance. E denotes the embedding layer:

Ct = [st−m, ut−m, st−m+1, ..., ∗, st, ut, ∗ ] (1)
Pt = [st feels [mask] ] (2)
Ht = BART-Decoder(E(Pt),BART-Encoder(E(Ct)) (3)

The representation of the [mask] token in Ht, denoted as
ht, which reflects the underlying emotion understood by the
model, will be used for training the model at the first stage
with a cross entropy loss. After the first stage, we can obtain
a preliminary understanding of the target utterance.

3.4 History-oriented Prompt Construction
Many studies [Hazarika et al., 2018; Majumder et al., 2019;
Shen et al., 2021b] have demonstrated the importance of his-
torical information for the ERC task. However, the currently
available prompt-based method CISPER [Yi et al., 2022] sim-
ply constructs a shared prompt for all utterances in a dialogue.

This hinders the model’s ability to understand contextual in-
formation that is relevant to the target utterance. To address
this issue, we propose a speaker-focused and history-oriented
prompt generation method.

We generate a representation hi for each historical utter-
ance ui using the fine-tuned BART obtained by the first stage.
To concentrate on the utterances that are highly relevant to the
target utterance, we calculate the representation similarity as
the importance measure:

ahisti =
exp(Whist

h [hi;ht])∑t−1
i=0 exp(W

hist
h [hi;ht])

(4)

Following [Shen et al., 2021b], a relation-aware feature
transformation is applied to each historical utterance:

hi = Whist
i hi (5)

where Whist
i ∈ {W0,W1} is determined by whether a his-

torical utterance ui is of the same speaker with the target ut-
terance ut. This helps to distinguish the emotional effect of
the current speaker and those of other speakers.

To make the emotional representation more contextualized,
a Bi-LSTM module is applied to the historical sequence:

h̃i = Bi-LSTM(h̃i−1,hi) (6)
Finally, we aggregate the historical emotional information

to obtain the influence influhist
t of the conversational context

on the current speaker. influhist
t is further added to the orig-

inal utterance representation to capture the emotional impact
of the dialogue history:

influhist
t =

t−1∑
i=0

ahisti h̃i, hhist
t = influhist

t + ht (7)
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Further, to allow the PLM to better utilize the target
utterance-related history information, we construct a history-
oriented prompt by replacing the embedding at the [mask]
position in the originalE([st may feel [mask]]) prompt with
hhist
t , and denote the resulting prompt as Prompthist:

Prompthist = E([st may feel]) hhist
t (8)

Prompthist is appended to the input of the encoder at the
second stage. During the training procedure, the history-
oriented prompt is updated by dynamically selecting histor-
ical relevant information to continuously enhance the model.

3.5 Experience-oriented Prompt Construction
The speaker’s background is also crucial to determine his/her
attitude in the conversation. In particular, in multi-party con-
versations where the conversational context is less coherent,
a speaker depends more on his/her experience in similar sit-
uations to facilitate conversation. In this section, we propose
an experience-oriented prompt to encode the speaker’s task-
specific background.

We consider the training set, which has been seen by
the model at the first stage as the speaker’s task-specific
background, and retrieve similar samples in it to build the
experience-oriented prompt. To find similar samples, we use
a text retriever such as BERTScore [Zhang et al., 2020] and
BM25 [Robertson and Zaragoza, 2009] to calculate the sim-
ilarity between the target utterance ut and an utterance ud in
the training set. The utterances with the top-k similarity are
chosen as the similar sample set D.

sim(ut, ud) = Retriever(ut, ud) (9)

By now, we have calculated the text similarity for the ut-
terances themselves. However, as pointed out by previous
work [Li et al., 2022], even emotions of the same expres-
sion can vary dramatically in different context. To model
the similar situation more precisely, we calculate the context-
influenced text similarity between the similar samples and the
target utterance, which is implemented by element-wise prod-
uct of the utterance representations followed by a linear trans-
formation. Since at the first stage, the local context is partially
incorporated into the utterance encoding procedure, we con-
sider their similarity as an indicator of the context-influenced
text similarity between utterances:

aexpj =
exp(Wexp

h [dj � ht])∑k
j=0 exp(W

exp
h [dj � ht])

(10)

influexp
t =

k∑
j=0

aexpj dj , hexp
t = influexp

t + ht (11)

After the above two steps, we can use the training samples
which are similar to the current utterance and have similar
context as our prior experience to get a deep understanding
of the speaker’s background. Similar to the previous section,
we use hexp

t to construct the experience-oriented prompt:

Promptexp = E([st may feel]) hexp
t (12)

Promptexp is also appended to the input of the encoder at the
second stage to provide the speaker’s background knowledge.

3.6 Label Paraphrasing
The rich semantics of labels are indispensable for distinguish-
ing the subtle difference between labels. They are also ben-
eficial to capture the text-label correlation. In view of this,
we perform an auxiliary label paraphrasing task to assist the
main emotion recognition task. We use the label names and
their paraphrases in SentiWordNet 3.0 3 to conduct the label
paraphrasing task. To be specific, for a given label, such as
sadness, we map it to the corresponding adjective and gen-
erates the sense gloss Gt, which is the gloss of the most fre-
quent sense 4. Finally, the input of the encoder at the second
stage is denoted as C ′t:

I ′t = Prompthist, Promptexp, (13)

E([[SEP] st−k, ut−k, ..., ∗, st, ut, ∗])
There are two generative targets Pt and Gt on the decoder
side. These two targets are fed into the decoder for two passes
to get H′t and H′gt, which are used for emotion classification
and label paraphrase generation, respectively:

H′t = BART-Decoder(E(Pt),BART-Encoder(I ′t)) (14)

H′gt = BART-Decoder(E([st feels Gt]),BART-Encoder(I ′t))
(15)

3.7 Training and Prediction
For the model training at the second stage, we take the repre-
sentation of [mask] in H′t as the final representation h′t, and
apply a feed-forward neural network to get the predicted emo-
tion logits pt and the predicted label ŷt:

zt = GeLU(WHh′t + bH) (16)
pt = Softmax(Wzzt + bz) (17)
ŷt = argmaxe∈Y (pt) (18)

To fine-tune the model, the cross-entropy loss is used as the
objective function:

LCE(θ) = −
M∑
j=1

Nj∑
i=1

log(pj,i[yj,i]) (19)

where M is the number of conversations in the training set,
Nj is the number of utterances in the j-th dialogue, and θ is
the collection of trainable parameters in our model.

The auxiliary loss for generating label paraphrases is cal-
culated and added via weighted sum:

LGEN (θ) = −
M∑
j=1

Nj∑
i=1

|Gj,i|∑
r=1

logp(gr+1|gr, θ) (20)

L(θ) = LCE(θ) + α ∗ LGEN (θ) (21)

where gr denotes the r-th token in the label gloss Gj,i, and
α is a balancing weight for the loss of the label paraphrasing
task.

3Note that our model does not need paraphrase for inference.
4We filter the paraphrases with both PosScore and NegScore

equal to 0. Compared to the class category id and the adjective, the
gloss contains more emotion-related words that are valuable for a
deep label understanding.
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4 Experimental Settings
4.1 Datasets and Metrics
We conduct experiments on three widely used ERC datasets,
including MELD [Poria et al., 2019a], IEMOCAP [Busso et
al., 2008], and DailyDialog [Li et al., 2017].

MELD is collected from the TV show Friends. It consists
of multi-party conversations and there are 7 emotion labels
including neutral, happiness, surprise, sadness, anger, dis-
gust, and fear.

IEMOCAP is a multimodal dyadic conversation dataset
where each conversation is performed by two actors. There
are 6 types of emotion, namely, neutral, happiness,
sadness, anger, frustrated, and excited.

DailyDialog is a large collection of daily dialogues. In
each conversation, there are two speakers. Each utterance
is classified as neutral, happiness, sadness, anger, surprise,
disgust, and fear. Over 83% of utterances in DailyDialog are
classified as neutral.

Only the textual modal information is used in our experi-
ments. We adopt the micro-averaged F1 excluding the major-
ity neutral class for DailyDialog and the weighted-average F1
for other two datasets as metrics [Shen et al., 2021b].

4.2 Baselines
We adopt 10 state-of-the-art baselines and divide them into
two types: with or without external commonsense knowledge
during inference. Our model belongs to the latter type.

DialogueRNN [Majumder et al., 2019] uses three GRUs
to keep track of the speaker states, proceeding contexts, and
proceeding emotion.

DialogueGCN [Ghosal et al., 2019] utilizes a graph-based
structure to model self- and inter-speaker dependency of the
interlocutors within a conversation.

DialogXL [Shen et al., 2021a] modifies the XLNet [Yang
et al., 2019] with dialog-aware self-attention to capture useful
intra- and inter-speaker dependencies.

DAG-ERC [Shen et al., 2021b] exploits a directed acyclic
graph to model the information flow from both long-distance
and nearby context in a conversation.

CoG-BART [Li et al., 2022] employs the BART-Large
model, and augments it with supervised contrastive learning
and response generation to facilitate dialogue understanding.

COSMIC [Ghosal et al., 2020] is the first model that in-
corporates different elements of commonsense and leverages
them to update conversation states.

TODKAT [Zhu et al., 2021] combines topic information
to help the model choose commonsense that is more relevant
to the topic of current conversation.

SKAIG [Li et al., 2021] builds a locally connected graph
and classifies commonsense elements into present, past, and
future types to enhance emotion transitions in the graph.

CauAIN [Zhao et al., 2022] treats commonsense as the
cause of emotion and adopts the attention mechanism to con-
nect utterances.

CISPER [Yi et al., 2022] is the first to leverage prompt
learning for ERC. The context and commonsense of the entire
conversation are encoded into shared prompts for utterances
in a dialogue.

Model MELD IEMOCAP DailyDialog

DialogueRNN 63.61 64.76 57.32
DialogueGCN 63.02 64.91 57.52
DialogXL 62.41 65.94 54.93
DAG-ERC* 63.37 67.10 58.25

without
commonsense

CoG-BART 64.81 66.18 56.29

COSMIC 65.21 65.28 58.48
TODKAT 65.47 61.33 58.47
SKAIG 65.18 66.96 59.75
CauAIN* 65.15 64.29 57.08

with
commonsense

CISPER* 64.99 55.20 56.80

Ours MPLPb 65.46 64.85 57.06
MPLP 66.51 66.65 59.92

Table 1: The main comparison results. For the models that use the
test set for the checkpoint selection, we re-implement their official
code and use the validation set for checkpoint selection for fair com-
parison. The results are marked with * in this table.

4.3 Implementation
The training process is divided into two stages. At the first
stage, we fine-tune the BART-Larget model for a batch size
of 8 utterances. Following [Li et al., 2022], the AdamW op-
timizer is adopted with a learning rate of 2e-5 with a linear
scheduled warm-up strategy. Our model is trained 4, 10, and
4 epochs for MELD, IEMOCAP, and DailyDialog, and the
maximum input text length is set to 128, 160, and 128, re-
spectively. After that, we start the prompting and paraphras-
ing for an additional 1 epoch at the second stage. The size
of retrieved similar samples and the paraphrasing loss ratio is
set via grid search. We use BERTScore as the text retriever
for MELD and IEMOCAP, and BM25 for DailyDialog. The
results on the test set come from the best checkpoint in the
validation set. All experiments are performed on a single
GeForce RTX 3090 GPU and are averaged over 3 runs.

5 Results and Analysis
5.1 Main Comparison Results
The main comparison results are shown in Table 1. In general,
our MPLP model achieves the best performance on MELD
and DailyDialog datasets, and its performance on IEMOCAP
is also very competitive.

MELD The models based on commonsense knowledge
perform better on this dataset. This suggests that common-
sense knowledge can provide additional information and fa-
cilitate the understanding of the utterances. Moreover, our
base model MPLPb, which does not utilize commonsense
knowledge, can achieve almost the same result as the best
baseline TODKAT, indicating the strong utterance under-
standing capability of the PLM itself. Finally, with our pro-
posed prompts and label paraphrasing, our complete model
outperforms TODKAT by an absolute 1.04 F1 increase. This
clearly demonstrates that our human-mimicking process can
get a more comprehensive understanding of dialogue utter-
ances.

IEMOCAP On this dataset, the graph-based models such
as DAG-ERC and SKAIG can produce good results. The

Proceedings of the Thirty-Second International Joint Conference on Artificial Intelligence (IJCAI-23)
Special Track on AI for Good

6303



MELD IEMOCAP DailyDialog

Full Model 66.51 66.65 59.92
w/o Hist Prompt 65.76(↓0.75) 65.28(↓1.37) 58.60(↓1.32)
w/o Exp Prompt 65.77(↓0.74) 65.39(↓1.26) 59.38(↓0.54)
w/o Label Para. 66.00(↓0.51) 65.81(↓0.84) 59.52(↓0.40)

Table 2: The results for ablation study.
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Figure 2: The results for parameter study.

main reason is that the conversations in IEMOCAP is ex-
tremely long [Shen et al., 2021b], requiring complex stacked
graph structures to model the dependencies of distant dia-
logues. Note that the performance of CISPER, which is
also based on prompt, is extremely poor on this dataset. In
contrast, our model closely follows behind DAG-ERC and
SKAIG and is better than all other methods, indicating that
our proposed prompt and paraphrasing learning mechanism
can compensate for the issue of complicated dialogue struc-
ture modeling.

DailyDialog It is hard to recognize emotion from daily di-
alogues, and thus all methods produce worse results on this
dataset than those on other two datasets. Nevertheless, our
model outperforms the models without commonsense by at
least an absolute 1.67 F1 increase. It also surpasses the mod-
els with commonsense and future information, showing the
enormous understanding capacity of our proposed human-
mimicking framework.

5.2 Ablation Analysis
To verify the effectiveness of each component in our model,
we conduct a series of ablation study, by removing the
history-oriented prompt (denoted as w/o Hist Prompt), the
experience-oriented prompt (denoted as w/o Exp Prompt),
and the label paraphrasing task (denoted as w/o Label Para)
from the complete MPLP. The results are shown in Table 2.
As we can observe, the performance drops on all datasets
when each of the components is removed from the model.
This proves the effectiveness of our proposed framework.

The history-oriented prompt yields the greatest impacts on
three datasets. This is consistent with the findings in previ-
ous studies. Notably, the experience-oriented prompt makes
almost the same contribution as the conversational context on
MELD and IEMOCAP. This demonstrates that the modeling
of speaker’s background, which is first attempt made by us for
the ERC task, is indeed essential for the understanding of the
target utterance in most cases. The influence of experience-
oriented prompt is not that significant on DailyDialog. The

Model MELD IEMOCAP DialyDialog

MPLP 66.51 66.65 59.92
rep. Add 65.67(↓0.84) 64.99(↓1.66) 58.12(↓1.80)
rep. Concatenate 65.00(↓1.51) 65.55(↓1.10) 57.11(↓2.81)

Table 3: The comparison results by using prompts and using features

reason might be that daily conversations are often diversified,
and it is hard to trace the speaker’s background from the train-
ing set.

Label paraphrasing shows the greatest impact on IEMO-
CAP. This might be due to that the emotion labels in this
dataset are much ambiguous. For example, it is hard to distin-
guish sadness, anger, and frustrated since these types of
emotion are often mixed together, and thus label paraphrasing
helps a lot in disambiguation.

5.3 Parameter Study
There are two parameters in our framework: the number of
similar samples k and the ratio of paraphrase generation loss
α. In this section, we investigate the impact of these two
parameters. The results are drawn in Fig. 2. We find that
the trends on different datasets are similar with the change of
parameters. They first rise to a peak and then fall gradually. A
small k does not provide enough experience. When k is too
large, the model is prone to introduce too much noise since
more dissimilar sentences are added. The model with a small
α can hardly learn label-semantics related information. If α
is too large, the model may excessively emphasize the label
semantics and ignores other factors.

5.4 Using Prompts vs. Using Features
We investigate the way in using the historical and background
information, e.g., is prompt based learning a better way or can
we simply use the same information as features?

To this end, we directly fuse the history or experience in-
fluenced representations to the utterance embeddings instead
of using them as prompts. To be specific, we add (denoted
as rep. Add) or concatenate (denoted as rep. Concatenate)
these representations to the decoder output for final classifi-
cation. In the first case, the classification head of the first
stage is reused. In the second case, we retrain a new classi-
fication head with more epochs for a fair comparison since
the feature dimensionality increases. The results are shown
in Table 3.

As can be seen, though the same representations from con-
versational context and the speaker’s background are fused
into the final embeddings, both the performance of rep. Add
and that of rep. Concatenate are consistently worse than our
MPLP across all datasets. This indicates that the prompt
based learning is a better way to inject relevant knowledge
since the prompts are more understandable to a PLM than
symbolic features.

5.5 Paraphrase Design
In this section, we examine the impact of paraphrase design
on the model performance. We employ three experimental
setups. The default one is our proposed MPLP model in this
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Conversational Context Similar Sample Set DAG-ERCCISPER Ours
...... (1) Rachel: Mom, c’mon, stop worrying. (fear)
Chandler: I mean, that guy with the toe thing? (anger) (2) Rachel: Hey, c’mon, cut it out. (joy)
Chandler: Who’s he sleeping with? (neutral) (3) Rachel: Oh, c’mon. She’s a person, sadness% anger% neutral!
Chandler: Oh, c’mon Dora, don’t be mad... (neutral) you can do it! (joy)
......
Monica: I can’t find garbage bags! (anger) (1) Chandler: I can’t figure this out! (anger)
Rachel: Oh, I think I saw some in here. (neutral) (2) Rachel: I can’t watch! (fear) fear% sadness%anger!
Monica: What is it?! (surprise) (3) Monica: I can’t do it! (sadness)
......
...... (1) Charlie: I was (surprise)
Phoebe: Ohh, let me see it! Let me see your hand! (surprise)(2) Chandler: I like her. (neutral)
Monica: Why do you want to see my hand? (neutral) (3) Woman: I love your car. (joy) neutral% neutral% disgust!
Phoebe: I wanna see what’s in your hand. I wanna see
the trash. (disgust)
. . . ...

Table 4: Case study on MELD. The target utterance in the conversational context is underlined.

Model MELD IEMOCAP DailyDialog

MPLP 66.51 66.65 59.92
rep. Special Token 65.72(↓0.79) 65.01(↓1.64) 59.75(↓0.17)
rep. Label Adjective 66.21(↓0.30) 65.72(↓0.93) 60.10(↑0.18)

Table 5: The impact of paraphrase design.

paper, which uses the gloss of the target label in SentiWord-
Net as the generative target. The second one uses a special
token for a label (denoted as rep. Special Token). The third
one adopts the corresponding adjective of the emotion label
(denoted as rep. Label Adjective) as the target. The results
are shown in Table 5.

We find that the performance of rep. Special Token vari-
ant declines dramatically on all datasets. This is because the
randomly initialized special tokens contain no semantics and
cannot provide a proper guidance for the model. Compared
to the special token, the performance of rep. Label Adjec-
tive variant is better, demonstrating the effectiveness of label
understanding. The performance can be further improved by
exploiting label glosses from SentiWordNet on MELD and
IEMOCAP. However, the label’s adjective works slightly bet-
ter than the label paraphrasing on DailyDialog. This might
be due to the diversity of the utterances in this dataset, where
the the most frequent paraphrase of the emotion label cannot
well satisfy such requirement and the corresponding adjective
provides a more precise meaning for the label. Overall, label
paraphrasing is helpful in most cases, yet its design can be
further optimized, which we leave for the future work.

5.6 Case Study
To have a close look at the impact of the proposed prompts
and label paraphrasing mechanism in our framework, We
conduct a case study and show the results in Table 4.

The first case shows the effectiveness of history-oriented
prompt. DAG-ERC misclassifies the utterance as sadness,
showing that it fails to capture the context. CISPER incorpo-
rates the context but it pays more attention on the utterance
with anger emotion. In contrast, our model can select rele-

vant information and make the correct prediction of neutral.
To further confirm the effect of the history-oriented prompt,
we replace our prompt with feature concatenation (Sec. 5.4),
and find this variant also produces an anger label.

The second case demonstrates the effectiveness of
experience-oriented prompt. As the first utterance in the di-
alogue, the target utterance does not have any history infor-
mation. As a result, both DAG-ERC and CISPER are unable
to accurately recognize its emotion. In contrast, our model
can make a correct prediction based on its prior experience.
As can be seen, there is a utterance in the similar sample set
which conveys the same emotion of angry as that for the tar-
get utterance.

The third case emphasizes the importance of label para-
phrasing, where no historical utterance or similar sample is
related to the emotion of disgust. DAG-ERC and CISPER
directly classify the utterance as neutral. In contrast, the
word “trash”, which is associated with the label’s semantics
of “disgust”, helps our model to make a correct prediction.

In summary, the history-oriented prompt, the experience-
oriented prompt, and the label paraphrasing improve our
model’s capability to recognize emotion in conversations.

6 Conclusion
We propose a novel framework for the ERC task which
mimics the thinking process of a human being. We realize
this process with a history-oriented prompt, an experience-
oriented prompt, and the label paraphrasing mechanism,
which can improve the understanding of the conversational
context, the speaker’s background, and the label semantics,
respectively. We conduct experiments on three datasets, the
results show that our method achieves competitive perfor-
mance with the state-of-the-art baselines, proving the neces-
sity of the modeling of human-thinking process, especially
the understanding of the speaker’s background, which has not
been touched by existing studies. The ablation study and in-
depth analysis further confirm the importance and effective-
ness of using prompts and paraphrasing in our framework.
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