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Abstract
The growing literature on confidentiality in knowl-
edge representation and reasoning sometimes may
cause a false sense of security, due to lack of details
about the attacker, and some misconceptions about
security-related concepts. This note analyzes the
vulnerabilities of some recent knowledge protec-
tion methods to increase the awareness about their
actual effectiveness and their mutual differences.

Knowledge bases may contain confidential or even sensi-
tive information that should be protected by concealing ax-
ioms, individuals, and query answers. The most important
aspect in the design of a confidentiality-preserving system is
the underlying confidentiality model, that is, the criterion that
specifies under which conditions confidential information is
considered to be protected.

The first confidentiality model that comes to one’s mind
is the simple confidentiality model (SCM). Informally, it re-
quires that: no confidential piece of information should be a
logical consequence of the visible axioms and query answers.

In [Bonatti and Sauro, 2013], the weaknesses of this confi-
dentiality model have been analyzed by introducing several
attacks to the main access control methods for knowledge
bases available in 2013, that were all based on the SCM,
and operated mostly by publishing a subset of the knowledge
base. The solution proposed by B. and Sauro [2013] con-
sisted in adopting a stronger, indistinguishability-based (IB)
confidentiality model, according to which: the observable be-
havior of a knowledge base should be indistinguishable from
that of a knowledge base that contains no secrets. The IB
model has been introduced and extensively studied in the lit-
erature on controlled query evaluation (CQE) for complete
and incomplete databases, see for example [Biskup, 2000;
Biskup and Bonatti, 2001; Biskup and Bonatti, 2004; Biskup
and Bonatti, 2007; Biskup et al., 2010].

Despite the above analysis, some later approaches were
again based on the SCM [Cuenca Grau et al., 2015; Lembo
et al., 2019; Cuenca Grau and Kostylev, 2019], and inherit its
vulnerabilities. A couple of very recent approaches adopt the
IB model, instead [Benedikt et al., 2018; Cima et al., 2020].

∗The full paper has been published in Artificial Intelligence
[Bonatti, 2022].

However, due to some simplifications to the confidentiality
model, they are vulnerable to some of the attacks introduced
in [Bonatti and Sauro, 2013].

The rigorous formal confidentiality proofs contained in
these papers may give a false sense of security to prospec-
tive adopters. Thus it is paramount to increase the aware-
ness about the different effectiveness of the two confidential-
ity models, and about the importance of making the hypothe-
ses on attackers fully explicit. In particular, the full paper:

• discusses several simple attacks that illustrate the main
vulnerabilities of the new SCM-based approaches;

• it illustrates why the IB criterion is preferable to the
SCM.

• it analyzes the risks introduced by simplifying the gen-
eral IB models introduced in [Bonatti and Sauro, 2013;
Studer and Werner, 2014];

• it discusses a few misconceptions, and the risks caused
by opaque assumptions about the attackers.

Unfortunately, in this abstract, space is not sufficient to
illustrate the attacks to the approaches based on the SCM.
We only mention that the mappings from the original knowl-
edge bases to their secure views are – roughly speaking – fre-
quently injective; therefore, an attacker may invert the map-
ping, and reconstruct the information that has been concealed.
Next, we summarize how the full paper addresses the other
points.

Concerning the reasons for preferring the IB model to the
SCM model and the opaqueness of the assumptions about at-
tackers, we note that the papers based on the SCM do not as-
sume explicitly that attackers should not know the protection
algorithm – or that at least they should not know the TBox.
The full paper shows that: (i) without such hypotheses (which
are typically false in the real world) the methods based on the
SCM do not protect confidentiality, and (ii) IB approaches
are secure even if these two hypotheses are violated. This
difference has not been sufficiently highlighted in the litera-
ture.

As a consequence of the above discussion, the assumptions
on the attacker should always be explicit, so as to prevent a
false sense of security by warning potential adopters about the
prerequisites of the access control mechanisms. Moreover, by
evaluating such prerequisites, appropriate protection methods
can be chosen.
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The general IB model by B. and Sauro [2013] has been
simplified in some works by removing the attackers’ meta-
knowledge. This simplification enables attacks where struc-
tural properties of the knowledge base are leveraged to recon-
struct concealed facts.

Finally, concerning misconceptions, in the literature some
IB approaches are erroneously classified as SCM models, and
some comparisons of SCM-based and IB-based approaches
fail to recognize the different robustness of the two methods.
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