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Abstract

Deep neural networks (DNNs) have gained huge
attention over the last several years due to their
promising results in various tasks. However, due to
their large model size and over-parameterization,
they are recognized as being computationally
demanding. Therefore, deep learning models
are not well-suited to applications with limited
computational resources and battery life. Current
solutions to reduce computation costs mainly
focus on inference efficiency while being resource-
intensive during training. This Ph.D. research
aims to address these challenges by developing
cost-effective neural networks that can achieve
decent performance on various complex tasks
using minimum computational resources during
training and inference of the network.

1 Introduction
While DNNs have gained increasing attention in recent years,
there are major concerns regarding the ever-increasing com-
putational cost of training and deployment of these models,
caused by large model sizes and over-parameterized layers.
This can be severely worsened when DNNs are applied to
high-dimensional data, leading to issues such as the curse
of dimensionality and over-fitting. Furthermore, deploying
DNNs on real-world applications often has demanding
real-time requirements including learning from data streams,
online learning, and adapting the model to abrupt variations
in data distribution that eventually result in growing costs.
As a result, training and inference of DNNs on low-resource
devices, e.g., an edge device with limited computational
resources and battery life, might not be economically viable.
In addition, such an increase in computations can lead to a
critical rise in the energy consumption in data centers and,
consequently, results in extremely high carbon emissions and
adverse environmental effects [Strubell et al., 2020].

Sparse neural networks (SNNs) have been a popular
approach toward addressing the over-parameterization of
DNNs. By keeping only the most important connections of
a DNN, they achieve a comparable result to their dense coun-
terpart while having much fewer parameters. These networks

can be achieved either by pruning DNNs (a.k.a dense-to-
sparse) or training SNNs sparsely from scratch (a.k.a sparse-
to-sparse). The latter approach is more efficient as it never
uses dense matrices throughout training. By exploiting dy-
namic sparse connectivity during training, which started to be
known in the literature as Dynamic Sparse Training (DST),
this class of algorithms often matches or outperforms the
dense equivalent networks in terms of accuracy while requir-
ing significantly fewer training and inference FLOPs. In this
Ph.D. research, we aim to leverage the power of SNNs and the
DST framework in developing cost-effective artificial neural
networks. The research questions are as follows:
• RQ1: How can we develop neural networks to learn un-

known data distribution with minimum resources?
• RQ2: How can we address the challenges imposed by high-

dimensional data using SNNs?
• RQ3: How can we design DNNs to learn time series effi-

ciently?
• RQ4: How can we improve the generalization of DNNs on

high-dimensional tabular datasets using SNNs?
All in one, we seek to answer How we can reduce the

training and deploying costs associated with today’s deep
learning models without compromising performance?

2 Contributions
RQ1: To address this research question, we tried to first
gain better insight into SNNs trained within the DST frame-
work. For this purpose, in [Liu et al., 2020], we analyzed
the structure of SNNs trained with a DST algorithm. We pro-
posed the first method to compare different SNN topologies,
named Neural Network Sparse Topology Distance (NNSTD),
based on graph theory. We demonstrated that there are many
very different SNNs that can outperform their dense equiv-
alent network in terms of accuracy, and DST is an effective
technique to find them. Then, in [Atashgahi et al., 2022b],
we aim to improve the training of SNNs, which are trained
sparsely from scratch with DST. By integrating the concept
of Hebbian learning into the evolution process of weights dur-
ing the training of SNNs, we obtain a new effective DST al-
gorithm that outperforms several state-of-the-art DST algo-
rithms in extremely sparsity regions by a large gap. Finally,
in [Liu et al., 2021] and [Liu et al., 2022], we developed effi-
cient learning algorithms for SNNs, demonstrating that they
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can match or even outperform their dense counterparts with
much fewer parameters and computations.
RQ2: We sought to alleviate the burden of high computa-
tional costs and memory requirements imposed by the rise of
big data. Feature selection, which identifies the most relevant
and informative attributes of a dataset, addresses the problem
of high dimensionality. However, most existing feature selec-
tion methods are computationally expensive. In [Atashgahi
et al., 2022c], we tackled this problem using SNNs; we pro-
posed an energy-efficient method to select features from high-
dimensional data. The proposed method, named “QuickSe-
lection,” introduces the strength of the neuron in SNNs as a
criterion to measure the feature importance. Using a SNN to
perform feature selection, our proposed method achieves the
best trade-off between accuracy and computational efficiency
when compared with several baselines. To further improve
the feature selection performance on high-dimensional data,
in [Atashgahi et al., 2022d], we introduced dynamic input
neuron evolution into the training of a SNN. We proposed
an efficient supervised feature selection method that outper-
forms state-of-the-art supervised feature selection models on
several real-world benchmark datasets. Finally, in [Sokar et
al., 2022], we propose an efficient unsupervised method that
encourages the network to pay attention to important features
quickly and speed up the training process.
RQ3: Within this research question, we aim to develop
methods to learn from data streams efficiently. One of the
significant issues when learning from data streams is Change
Point Detection (CPD). Existing solutions have major issues,
including large memory requirements, offline detection, de-
pendence on the choice of hyperparameters, and expensive
computations, making them inadequate for real-world ap-
plications. To address these issues, in [Atashgahi et al.,
2022a], we designed a novel LSTM Autoencoder-based net-
work to perform memory-free online unsupervised CPD. In
another work, we aim to learn from time series data effi-
ciently [Atashgahi et al., 2023]. Particularly, we focus on
decreasing the computational and memory costs of training
and deploying transformers for time series forecasting. We
propose a novel method to obtain SNNs, that exploits loss
heuristics to automatically find the best trade-off between loss
and sparsity in one round of training. By performing experi-
ments on six benchmark datasets and five SOTA transformer
variants for time series forecasting, we show that PALS re-
duces the model’s size (reducing 65% parameters on average)
and computation (63% FLOPs reduction on average) substan-
tially while maintaining comparable performance to the dense
counterpart in terms of prediction loss.

3 Conclusion and Future Research
In this paper, we discussed challenges emerging with deploy-
ing DNNs on real-world applications and presented our so-
lutions that address some of these challenges including effi-
cient learning from data using SNNs, feature selection, and
learning from data streams. Further in our research, we plan
to investigate whether SNNs can improve the generalization
on high-dimensional tabular data (RQ4). Despite the remark-
able performance of deep learning in various fields of appli-

cations, it often falls short when compared to traditional ma-
chine learning methods on tabular datasets. Therefore, we
aim to explore how we can obtain SNNs to improve the gen-
eralization of DNNs on tabular datasets. We expect this re-
search to develop algorithms that can lower the high compu-
tational costs imposed by deep learning models during train-
ing and inference. In the end, we hope that this Ph.D. research
will pave the way to designing cost-effective neural networks.
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