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Abstract
More and more information is shared on the web or on social media platforms, and the information provided can be conflicting. In this case, we need to decide which information is reliable and should be taken into account. We want to define measures of reliability for each source that provides information, but also to find the truth among the conflicting information, and propose properties of these measures.

1 Introduction
Interaction with other agents or information sources is one of the most important ways to gain information and knowledge. When the information received is conflicting, agents who want to form opinions and resolve conflicts have the possibility to believe the most reliable sources. This is a standard way of resolving conflicts.

Truth Discovery methods aim to resolve these conflicts and find the truth among this information [Yin et al., 2008; Singleton and Booth, 2022]. To achieve this task, these methods follow the idea that trustworthy sources claim believable facts. Hubs and Authorities [Kleinberg, 1999] ranks the web pages by defining two different types of pages. Sums [Paster-nack and Roth, 2010] (based on Hubs and Authorities) incorporate prior knowledge and also try to find the truth.

We propose methods that allow to identify the correct answers, but also to evaluate the reliability of the sources.

2 Contribution
In [Elsaesser et al., 2023], we propose a family of methods that allow to conjointly compute the reliability of a set of information sources and the confidence of the information about a set of objects, by confronting the points of view of the sources.

We keep the same structure for the data used in previous works [Yin et al., 2008; Singleton and Booth, 2022] and consider three sets S, F and O respectively called Sources, Facts and Objects respectively. We define an iterative procedure to determine the reliability of the sources and find the truth among the facts (information). Our methods are characterized by the choice of a voting-scoring rule to give score to the sources depending on the ranking of the facts claimed. We wish to give an estimation of the reliability of a source, i.e. the probability of this source to find the true facts, and we use two normalization functions to ensure that the reliability of the sources is between 0 and 1. With these two normalizations, we have different information. The first one rewards sources that provide a lot of true information. A source must claim many plausible facts (i.e. facts that win the vote on its object) to receive a high reliability. The second focuses on the quality of the information. To get a high reliability, a source only needs to claim plausible facts.

We illustrate how our method works with the example in Figure 1.

We suppose that we initially have no information about the reliability of the sources or about the truth of each object. At the beginning, we assign the same reliability to all the sources. Then we compare the answers to the different questions. We rely on the idea of Condorcet’s Jury Theorem arguments to find the true information and reward the sources.

For Capital of Brazil, the majority claims that Brasilia is the correct answer. Brasilia is the most plausible option for Capital of Brazil and wins the vote for its object. We reward sources 2, 3, and 4 for proposing this presumably correct answer, but there is a tie for Capital of Australia.

During the second iteration, the reliability of the sources claiming Canberra is better than the one of the sources claiming Sydney. Then Canberra becomes the most plausible option for Capital of Australia.

The algorithm stops when the reliability of the sources converges. In the end, Canberra and Brasilia are considered to
be the truth about their respective objects. 2 and 3 are the most reliable sources. They claim the most plausible facts: Canberra and Brasilia.

3 Properties
We continue the work started in [Singleton and Booth, 2022] by proposing other properties. We propose a set of necessary properties that have to be satisfied by any method that aims at correctly estimating the reliability of the sources and finding the truth among the facts. We also propose a set of optional properties that illustrate the different behavior of some methods. Their behavior is characterized according to the scoring voting rule used or the normalization chosen.

The properties describe what the reliability of the sources should be depending on the facts they claim, and in particular whether the facts win the vote on their related object or not. We also propose properties to describe when a fact should win the vote, depending on the sources that claim it. We have a property with a special case, where the graph is composed of one object. This property is important because it states that the basic strength of a fact is given by the number of claims.

4 Experimental Study
We proceeded to an experimental evaluation of the performance of our methods for identifying the true facts and for evaluating the reliability of the sources. We evaluate our methods on generated synthetic datasets in order to perform an experimental evaluation in different settings (e.g. when the sources are reliable or not) and on two real benchmarks. We compare the results of our methods against methods from the literature Truth Finder [Yin et al., 2008], Hubs and Authorities [Kleinberg, 1999], Sums [Pasternack and Roth, 2010], Unbounded-Sums [Singleton and Booth, 2022] and Voting, a method that chooses the fact with the most claims on each object. For the Truth Discovery task, we evaluate the performance of the methods with the metrics Precision, Accuracy, Recall and CSI (Critical Success Index is a combination of Precision and Recall).

The real benchmarks are made for the Truth Discovery task. The benchmarks used, the Books and the Flight, are available at http://lunadong.com/fusionDataSets.htm. For the Truth Discovery task, our methods outperform those in the literature on the real and generated benchmarks. Our methods are more likely to find the truth when there is a tie on an object, or when the majority of sources do not claim the true fact. We also have good results for the evaluation of the reliability of the sources. We compute the averaged difference between the probability that the sources choose the true facts on each object and the reliability we obtain with our methods. Thus, this distance measures how close the estimated reliability of the sources is close to the probability. We also check the differences between the ranking of the sources obtained with the algorithm and the ranking obtained with the a posteriori probability.

For the averaged difference, the estimation of the reliability of our methods is close to the probability that the source finds the truth. For one of our methods, the reliability is even identical to the probability when the reliability of the sources is greater than 50%. This method also finds the exact ranking of the sources.

5 Conclusion and Future Works
We have introduced new methods for evaluating the reliability of the sources conjointly to the credibility of the facts in an information-based multi-agent system. In the experimental evaluations, we saw that our methods outperform methods from the literature in identifying the true facts (with the real benchmarks and with the generated datasets) and that our methods allow to correctly estimate the reliability of the sources at the same time.

They are numerous paths for future work. We want to improve the results of our methods. We can change the way we evaluate the reliability of sources, by slowly increasing or decreasing the reliability rather than completely updating the score at each iteration. For now, we assume that our objects are all on the same topic. It could also be interesting to have different topics and take into account similarities (or dependencies) between objects. With multiple topics, we can find experts in specific areas. We have no information about the sources, and when we start our algorithm, we give all sources the same reliability. The results could be different if we had a priori information about the sources. We also want to apply our methods on logical formulae instead of objects, and use our methods to define new judgment aggregation methods.
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