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Abstract

In Emergent Communication (EC) agents learn to communicate with one another, but the protocols that they develop are specialised to their training community. This observation led to research into Zero-Shot Coordination (ZSC) for learning communication strategies that are robust to agents not encountered during training. However, ZSC typically assumes that no prior data is available about the agents that will be encountered in the zero-shot setting. In many cases, this presents an unnecessarily hard problem and rules out communication via preestablished conventions. We propose a novel AI challenge called a Cooperative Language Acquisition Problem (CLAP) in which the ZSC assumptions are relaxed by allowing a ‘joiner’ agent to learn from a dataset of interactions between agents in a target community. We propose and compare two methods for solving CLAPs: Behaviour Cloning (BC), and Emergent Communication pretraining and Translation Learning (ECTL), in which an agent is trained in self-play with EC and then learns to translate between an emergent protocol and the target community’s protocol.

1 Introduction

Creating teams of artificial agents that can communicate and cooperate has been a long-standing area of interest in multi-agent systems research. Advances in multi-agent reinforcement learning have enabled researchers in the field of Emergent Communication (EC) to train such teams in ever more complex domains [Wagner et al., 2003; Foerster et al., 2016; Sukhbaatar et al., 2016; Lazaridou and Baroni, 2020]. These agents are typically trained by allowing discrete messages to be exchanged between agents. Programmers do not assign meaning to the messages, rather, meaning emerges via the training process as communicative conventions are developed in service of solving the task. As such, the mapping between meanings and messages is arbitrary, and any permutation of a learned protocol is equally likely to appear across different training runs [Bullard et al., 2021]. The result is that the learned conventions established within a training community will be very unlikely to work with new agents, and by default, the EC-trained agents will be incapable of adapting.

In response to this, many researchers have become interested in devising methods in which agents learn communicative strategies that can adapt to this Zero-Shot Coordination (ZSC) setting [Li et al., 2023; Hu et al., 2021; Hu et al., 2020; Ossenkopf, 2020; Cope and Schoots, 2020; Bullard et al., 2020]. ZSC algorithms typically aim to successfully communicate with an unknown agent on the first encounter, without any prior information. But in many real-world settings, this is an unnecessarily challenging assumption. If someone is injured on a street in London, passing pedestrians can form an ad hoc team and aid the patient by speaking to each other in English to coordinate a response. Indeed, language is arguably the most critical set of conventions that such teams can draw upon to effectively work together.

The study of artificial agents that can form ad hoc teams is known as Ad Hoc Teamwork (AHT) [Stone et al., 2010]. Similarly to ZSC, most of these algorithms aim to make as few assumptions as possible about the players that an agent may form a team with. Notably, [Sarratt and Jhala, 2015] applied this minimalist approach to communication. Other work has relaxed this by assuming a prior known communication protocol [Barrett et al., 2014; Mirsky et al., 2020].

In this work, we present a novel AI challenge that we call a Cooperative Language Acquisition Problem (CLAP). Here by ‘language acquisition’ we mean learning the syntax and semantics of a preexisting communication system used by a community. This class of problems is positioned between the challenges of ZSC and AHT. In a CLAP, we are given a dataset of communication events between speakers and listeners in a target community as they solve a problem. Our goal is to construct a joiner agent that can communicate and cooperate with agents from this community. This problem is also closely related to Imitation Learning (IL), however, most work in IL is confined to the single agent setting [Hussein et al., 2017]. So to the best of our knowledge, this is the first attempt to pose an IL problem for multi-agent communication within a formal cooperative model.

Alongside defining CLAP, we outline two baseline solutions to this problem. The first uses a simple imitation learning method. The second is a novel algorithm called Emergent Communication pretraining and Translation Learning.
(ECTL). We introduce two environments and train target communities of agents that cooperate via a learned communication protocol. Data is then gathered from these communities and then used to train joiner agents with ECTL and the behaviour cloning (BC) algorithm [Sammut, 2010]. We demonstrate that ECTL is more robust than BC to expert demonstrations that give an incomplete picture of the underlying problem and that ECTL is significantly more effective than BC when communications data is limited. Finally, we apply these methods to user-generated data and show that ECTL can learn to communicate with a human to cooperatively solve a task.

2 Background

2.1 Decentralised POMDPs

A Decentralised Partially-Observer Markov Decision Process (Dec-POMDP) is a formal model of a cooperative environment defined as a tuple $\mathcal{M} = (\mathcal{S}, \mathcal{A}, T, \mathbf{r}, \mathbf{O}, \Omega)$ [Oliehoek and Amato, 2016], where $\mathcal{S}$ is a set of states, and $\mathcal{A} = \prod_i \mathcal{A}_i$ is a product of individual agent action sets. A joint action $a \in \mathcal{A}$ is a tuple of actions from each agent that is used to compute the environment’s transition dynamics, defined by a probability distribution over states $T : \mathcal{S} \times \mathcal{A} \times \mathcal{S} \rightarrow [0, 1]$. Team performance is defined by a cooperative reward function $r : \mathcal{S} \times \mathcal{A} \times \mathcal{S}$ over state transitions and joint actions. $\mathbf{O} = \{\Omega_i\}$ is a set of observation sets, and $\mathbf{O} : \mathcal{S} \rightarrow \prod_i \Omega_i$ is an observation function.

Each agent $i$ follows a policy $\pi_i$ that maps an observation sequence (or a single observation if $i$ is memoryless) to a distribution over its actions. A trajectory for an agent $i$ is a sequence of observation-action-reward tuples $\tau_i \in \mathcal{T}_i = (\Omega_i \times \mathcal{A}_i \times \mathcal{R})^*$. For a set of policies $\Pi = \{\pi_i\}$, a joint trajectory is $\tau \in \mathcal{T} = (\mathbf{O} \times \mathcal{A} \times \mathcal{R})^*$, and we can denote the distribution of joint trajectories for this set of policies acting in the environment as $\mathcal{M}[\Pi]$. In this work, we will only consider finite-horizon Dec-POMDPs, so the lengths of trajectories will always be bounded. The total reward for this trajectory is the sum of rewards along the sequence, denoted $R(\tau)$. The expected sum of rewards for a set of policies will be denoted $E_{\tau \sim \mathcal{M}[\Pi]}[R(\tau)]$.

2.2 Emergent Communication

Emergent communication is the study of agents that learn (or evolve) to make use of communication channels without previously established semantics. In a typical set-up, each agent’s action set in the Dec-POMDP can be expressed as $\mathcal{A}_i = \mathcal{A}_i^c \times \mathcal{A}_i^e$, where $\mathcal{A}_i^c$ is a set of communicative actions, and $\mathcal{A}_i^e$ is a set of environment actions. The communicative actions can further be written as the product of one-way communication channels from $i$ to $j \in C_i$ using a discrete message alphabet $\Sigma$, i.e. $\mathcal{A}_i^c = \Sigma^{|C_i|}$. These are cheap-talk channels, meaning there is no cost to communication. This variant of a Dec-POMDP is known as a Dec-POMDP-Comm [Goldman and Zilberstein, 2004; Goldman and Zilberstein, 2008; Oliehoek and Amato, 2016]. The messages have no prior semantics as the transition function of the Dec-POMDP only depends on the environment actions $\mathcal{A}_i^e$, and agents are not programmed to send messages with any prescribed meaning. Rather, the semantics emerge through training. For this paper, we will consider memoryless agents that communicate within a centralised forward pass computing a joint action for the environment (similar to [Goldman and Zilberstein, 2003]).

Policy Factorisation. We suppose that we can factor a memoryless communication agent’s policy $\pi_i$ into an environment-level policy $\pi_i^e : \Omega_i \times \Sigma^n \rightarrow \mathcal{A}_i^e$, where $n_s$ is the number of agents that send messages to agent $i$, and a communication policy $\pi_i^c : \Omega_i \rightarrow \mathcal{A}_i^c$. Therefore, given a joint observation $o = (o_1, \ldots, o_N) \in \prod_i \Omega_i$, the joint policy $\pi(o)$ is computed by first producing the outgoing messages $M_{out}^i = \pi_i^c(o_i)$ from each sender agent $i$ to each receiver agent $j \in C_i$. A set of incoming messages $M_{in}^i$ is then constructed for each agent $i$ by passing the messages for $i$ through a communication channel function $\sigma_i : \mathcal{A}_i^c \rightarrow \Sigma$. The final environment actions are then given by $a_i = \pi_i^e(o_i, M_{in}^i)$.

Self-play. Emergent communication training is often done in self-play, where parameters are shared between agents and centrally optimised [Tesauro, 1994; Hu et al., 2020]. Communication can be hard to learn with Reinforcement Learning (RL) as sending messages cannot provide reward unless listeners already know how to use the information. This chicken-and-egg problem can be solved with centralised training by allowing gradients to backpropagate through communication channels. A Gumbel-Softmax [Jang et al., 2017; Maddison et al., 2017] function is a popular choice as it facilitates backpropagation during training and can be discretised during evaluation.

As [Lowe et al., 2019] have shown, measuring whether or not agents trained to communicate are doing so can be tricky for complex environments. To remedy this, they introduced definitions of positive listening and positive signalling. In short, to be positive listening/signalling; the listening agent should change its actions according to the messages it receives and the signalling agent should change its messages depending on what it observes.

2.3 Imitation Learning

Imitation Learning (IL) is a form of machine learning in which expert demonstration data is used to construct a policy for solving a task. The data is typically in the form of an observation and action pair $o$, and the imitation learning problem is posed as supervised classification learning [Ross and Bagnell, 2009; Rajaraman et al., 2020], e.g. optimising $\theta$ to maximise the difference between $o$ and $a = \pi_\theta(o)$. See [Hussein et al., 2017] for a comprehensive review of these methods.

3 Cooperative Language Acquisition

In this section, we introduce our definition of a Cooperative Language Acquisition Problem (CLAP). A CLAP can be formulated from the simplest case involving a preexisting target community of two agents, denoted $\Pi = \{A, B\}$, that achieve some non-trivial performance in a Dec-POMDP-Comm $\mathcal{M}$. Consider an interaction at time $t$ in which $A$ is speaking and $B$ is listening. While making the observation $o_i^e$, the speaker emits a message $m_i$. Then, while observing $o_j^e$ and $m_i$, the receiver takes the action $a_i$ in the environment. We are given access to $\mathcal{M}$ and a dataset of such interactions,
denoted \((o^t_i, m_i, o^t_o, a^t_o) \in D\), and our task is to construct a joiner agent \(J\). In this paper, we focus on a specific case of the task in which we aim to replace a target agent in \(\Pi\) (so there is always a fixed number of players), which we call CLAP-Replace. The agent \(J\) should be able to take on the role of a target agent (e.g. either \(A\) or \(B\)) and successfully communicate with the other, while also acting in the environment to maximise the cooperative reward. The joiner will be evaluated zero-shot, i.e. on the first joining event, so all learning must be done beforehand.

The emphasis of the dataset is on learning the communication protocol as this is assumed to be the key aspect of the community’s strategy that cannot be learned independently from observing their behaviour. As the communication symbols have no prior semantics, any protocol could be equally successful if the same meanings were assigned to a different permutation of the symbols. On the other hand, there may be many ‘environment-level’ behaviours that can be learned without needing to know the specific strategies of a given community. We will discuss disentangling these factors in Section 3.2.

3.1 Problem Definitions

The cooperative language acquisition task is to construct a joining agent \(J\) that learns from observing a target community \(\Pi\). When \(J\) replaces an agent in \(\Pi\), we have a CLAP-Replace task:

**Problem 1** (CLAP-Replace). Suppose there exists a Dec-POMDP-Com \(M\) and a set of policies \(\Pi = \{\pi_i\}\) trained in \(M\). Given a target policy \(\pi_k \in \Pi\) to replace, a dataset \(D_k\) of interactions \((o^t_i, m_i, o^t_o, a^t_o)\) in which \(\pi_k\) is either a speaker or listener, the task is to construct a policy \(\pi_J\) such that:

\[
\pi_J \in \arg \max_{\pi_J} R(\{\pi'\} \cup \Pi^{-k})
\]

(1)

Where \(\Pi^{-k} = \Pi \setminus \{\pi_k\}\). In other words, maximise the team rewards when the joiner replaces \(k\).

This can be decomposed into three related problems; a forward communication (signalling), a backward communication (listening), and acting. More precisely, \(J\) needs to learn to send messages that maximise the expected sum of rewards for listening agents and interpret messages to maximise the rewards of its trajectory. But the agent also needs to learn to utilise information, both communicated and observed, for selecting actions.

If we were allowed to interact with the target community \(\Pi\) before evaluation, we could apply standard reinforcement learning tools. However, we are interested in settings in which disrupting the community and jeopardising performance to learn is not acceptable, so \(J\) needs to perform well on the first actual joining episode.

3.2 Disentangling Environment-Level and Communicative Competencies

We assume that teams of agents can achieve a certain level of performance in the environment by two categories of competencies: (1) ‘environment-level’ skills, and (2) communication strategies that rely on established conventions. The key distinction we aim for is that the former should be learnable independently of observing a target community’s behaviour. We start by defining that the team achieves an average total reward of \(R\) when acting together in the environment and communicating.

Measuring the communicative competency (1) is relatively easy: if communication is blocked and the team achieves a lower average total reward \(R' < R\), and by assuming that the agents are engaged in positive listening and signalling, we can attribute this drop in performance to a lack of communication.

We evaluate the influence of environment-level competencies (2) by similarly hampering them, and investigating whether this leads to a drop in performance. We will assume that each agent’s observation can be partitioned into ‘private’ (or ‘local’) and shared (or ‘global’) components: \(o^t_i = (l^t_i, g_i)\), where \(g_i\) is observed by both speakers and listeners, but \(l^t_i\) is private to \(i\). To assess the contribution...
of environment-level skills we restrict the environment-level policy by removing private information, \( \pi' = (\mathbf{0}, g_t) \), and replacing each \( \pi \) with \( \pi'_t(\alpha_t, M_t) = (\pi'_t(\alpha_t, M_t), \pi'_t(\alpha_t)) \). We can then attribute a change \( R'' < R \) to the agent being prevented from exercising environment-level skills. To understand this intervention, consider the following points:

1. We hamper environment-level skills by blocking private information from \( \pi'' \), but an agent must still be allowed to receive messages as this may provide vital information for succeeding based on communication skills. Thus, \( \pi'' \) for the speaker must not be intervened with.
2. Communication may rely on shared information, so removing the context by blocking this information may interfere with measuring environment-level skills.
3. Information private to a recipient cannot have been used by the speaker to create the messages, so if a drop in performance is seen when it is removed from \( \pi'' \), this can only be due to a loss in the recipient’s capacity to use that private information to contribute to the team’s performance through its actions (as opposed to its contributions through sending messages). Recall, we are only obfuscating this information from \( \pi'' \); \( \pi'' \) still sees it.
4. If no drop from blocking private information to \( \pi'' \) is observed, it implies either: (a) all of an agent’s contribution to the collective performance is the result of following direct orders from a speaker. Or, (b) an agent’s contribution is entirely contingent on global information.

Note that following 4b, the absence of a drop does not imply that the team does not possess environment-level competencies, but the presence of a drop does.

4 Methods for Constructing Joiners

In this section, we introduce two methods for constructing joiners for the CLAP-Replace task. The first applies a standard imitation learning algorithm, and the second pretrains agents using emergent communication and then translates the learned communication protocol to the target community’s protocol. Each method is decomposed into forward and backward problems, posed as supervised learning tasks.

4.1 Behaviour Cloning (BC)

In the setup for CLAP-Replace, we are given a dataset \( (o'_t, m_t, o'_t, a'_t) \in D_k \) of speaker and listener observations, messages, and actions taken by the receiver. The simplest imitation learning baseline solution is to independently apply the behaviour cloning algorithm [Widrow and Smith, 1964; Michie et al., 1990; Sammut, 2010] to the signalling and listening problems. The dataset is partitioned into two datasets: a signalling dataset \( (o'_k, m_t) \in D_k^t \) where \( k \) is the speaker and a listening dataset \( (o'_t, m_t, a'_t) \in D_k^r \) where \( k \) is the receiver. These datasets are structured as input-label tuples to learn communicative and environmental-level policy factors \( (\pi'_k \| \pi'_k) \) of the overall imitation policy \( \pi_k \). These are learned with a categorical cross-entropy (CCE) loss between predicted and actual labels. In Figure 2, \( \pi'_k \| \pi'_k \) are composed of encoder and communication/action heads, with the same architecture as in Figure 1a.

4.2 Emergent Communication Pretraining and Translation Learning (ECTL)

A well-known issue with imitation learning agents is that they can be brittle given the natural biases in the expert demonstration data [Kumar et al., 2022]. Especially in more complex domains, experts typically stay in the regions of state space in which they get high rewards, which may only be a small portion of the possibilities. If a BC agent makes a mistake when attempting the task itself, it may enter into unseen territory. Thus errors can compound as the agent has not learned what to do and makes more mistakes, leading to degraded team performance in a multi-agent cooperative setting.

This leads to the idea that the joiner could explore the state space of \( M \) before joining II, and thereby become a more reliable cooperator. In general, pretraining may allow the agent to learn environment-level skills that could be transferable to cooperating with any new team. To this end, we propose the method Emergent Communication pretraining and Translation Learning (ECTL). The first step of ECTL is to (pre)train a set of agents \( \Pi' \) from scratch in \( M \) that we refer to as the EC training community, where for each agent in II there is a corresponding agent in \( \Pi' \).

The agents in \( \Pi' \) are composed of three components, illustrated in Figure 1a: an observation encoder \( \text{enc}_o \), a communications head \( \pi'_c \), and an action head \( \pi'_a \), parameterised by \( \theta \), and shared amongst the policies \( \Pi' \). For brevity and to be consistent with the notation in previous sections we will omit the encoder from our notation, and write \( \pi'_k(\text{enc}_o(o)) \) instead of \( \pi'_k(\text{enc}_o(o)) \). This training process could use any viable multi-agent reinforcement learning algorithm, and which is most suitable depends on the properties of the underlying environment and the number of agents. In Section 5.2, we will outline the specific methods we used for our experiments.

Agents in the EC training community learn to cooperate via an emergent communication protocol over their message alphabet \( \Sigma' \). The next step in ECTL towards building the joiner agent for II is to translate this protocol to the one used by the target community. For a CLAP-Replace task with target agent \( \pi_k \in \Pi \), we select the equivalent pretrained \( \pi'_k \in \Pi' \) to use a starting point for translation learning. We will refer to \( \pi'_k \) as the EC pretrained agent.

Once again, the target community data \( D_k \) is transformed into a signalling dataset \( (o'_t, m_t) \in D_k^t \) and a listening dataset \( (o'_t, m_t, a'_t) \in D_k^r \). Note that the ECTL signalling dataset is identical to the signalling dataset used for imitation learning, but the listening dataset is different. Instead of the label being an action, it is a message from the pretrained message space \( \Sigma' \). To construct these labels, we use the speaker’s observation from \( D_k^t \) and compute the message that pretrained agent would have emitted in that situation, i.e. \( m'_t = \pi'_k(o_t) \).

From these data, we learn translation functions for signalling and for listening. A separate translation function can be learned for each communication channel if there are multiple possible senders and/or receivers for the target agent, or two models (one for each CLAP sub-problem) can be used by providing the sender/receiver identifiers as input. For our experiments, we will use the latter approach. However, for simplicity in the following descriptions of how these func-
tions are trained, we will assume one sender and receiver for
the target agent and omit agent identifiers. Furthermore, the
training architectures for the translation functions are illus-
trated by the two diagrams to the left of Figure 2.
A signalling translation function $\tau_\phi^\pi : \Omega_k \times \Sigma' \to \Sigma$, parameterised by $\phi$, maps the communication protocol of the EC training community to the target community protocol. Given an observation $o_k^t \in \Omega_k$ and a message $m_k \in \Sigma$ from $D_k^t$, we can compute the message $\hat{m}_k^t = \Sigma'$ that the agent $\pi_k^t \in \Pi'$ would send in that situation. The translation function is trained to predict the demonstrator agent’s message:

$$\phi^* \in \arg\min_\phi \sum_{(o_k^t, m_k) \in D_k^t} CCE(m_k, \hat{m}_k^t)$$

(2)

where $\hat{m}_k^t = \tau_\phi^\pi(o_k^t, m_k^t)$, $m_k^t = \pi_c(o_k^t)$

(3)

A listening translation function $\tau_\psi^\pi : \Omega_k \times \Sigma \to \Sigma'$ maps the target community’s communication protocol to the EC training community’s protocol and is parameterised by $\psi$. Note that, in general, $\tau^\pi$ and $\tau^\pi$ need not be inverses of one another, as two agents can use arbitrarily different protocols in each direction.

To train $\tau_\psi^\pi$, we use the message that was received by the listener (the target agent) $m_k$, the listener’s observation $o_k^t$, and the speaker’s observation $o_k^t$. The translation function takes the observation and the message and produces a new message in the EC training community’s message space: $\tau_\psi^\pi(o_k^t, m_k) = \hat{m}_k^t \in \Sigma'$. To get the ground-truth label for this prediction, we find the message that the EC pretrained agent would have sent in the target community speaker’s situation. The result is the following optimisation criterion:

$$\psi^* \in \arg\min_\psi \sum_{(o_k^t, m_k^t) \in D_k^t} CCE(m_k, \hat{m}_k^t)$$

(4)

where $\hat{m}_k^t = \tau_\psi^\pi(o_k^t, m_k^t)$, $m_k^t = \pi_c(o_k^t)$

(5)

Finally, we can put together these pieces into a final translator joiner agent $J_{ecll}$ composed of the following communication and environment-level policy factors:

$$\pi_{ecll}^c = \tau_\phi^c \circ \pi_\psi^c \quad \text{and} \quad \pi_{ecll}^e(o, m) = \pi_\theta(o, \tau_\psi(m))$$

(6)

So when the joiner agent receives a message, it uses the listening translation function to predict the message that it would have received from the equivalent agent in its EC training community. When speaking, the agent first computes the message that it would have sent in its original message space, and then passes that through the signalling translation function before finally sending it.
5 Experiments

5.1 Environments

In order to empirically investigate BC and ECTL for solving CLAP-Replace tasks, we created two environments. Firstly, a simple gridworld toy environment in which $N$ agents cooperate by communicating goal information. Secondly, a ‘driving’ communication problem in which agents must navigate a continuous space to reach a goal, while potentially avoiding a pit in their way. Again, the goal location is known by another agent so they need to communicate to solve the problem.

Goal Communications Gridworld. Each agent has a goal square in the grid that they need to reach that changes each episode. No agent observes its own goal unless it is within one tile of it, but at all times it observes a ‘close guess’ (a location within one tile) of the goal of another of the agents in the game. The environment is illustrated in Figure 1b.

Goal Communications Driving Game. As discussed in Section 4.2, BC agents can be brittle when regions of the state space are not present in the demonstration data. To investigate this problem, we introduced this ‘driving’ environment in which the agent steers and accelerates a body in a continuous grid (Figure 1c). This environment has two settings defined by the presence or absence of a circular region in the centre of the world where a large penalty is applied for every agent within the region. The agents must navigate to one of eight fixed goal locations, known by their partner and selected at random for each episode.

5.2 Creating Target Communities

Target communities II of three agents in the gridworld environment and two agents in the driving environment were trained using Multi-Agent Proximal Policy Optimisation (MAPPO) [Yu et al., 2022]. For the policy networks we used the architecture in Figure 1a with parameter sharing between agents. The value network used a concatenation of all of the agents’ observations as input, meaning that we rely on centralisation for training. The value network did not share any parameters with the policy networks. A Gumbel-Softmax [Jang et al., 2017; Maddison et al., 2017] communication channel function was used on communication channels. Further training details and hyperparameters can be found in the project’s GitHub repository1.

5.3 Ablating Target Community Agents

The gridworld environment was designed such that the agents need to use a combination of communicative and individual skills in order to succeed. To demonstrate how these skills contribute to the performance, we evaluate ablated versions of the agents with the interventions discussed in Section 3.2. Figure 3a shows the results of these experiments. At the top, we show the original unmodified performance for reference ($R(\Pi)$). The next two bars, appearing roughly equal in size and variance, correspond to blocking communications (bar 2) and ‘global’/‘shared’ information from $\pi^e$ (bar 3).

5.4 Gridworld CLAP-Replace

We train ECTL and BC agents after collecting interaction datasets from $N_{collect} = 100$ episodes of II acting in the environment. Figure 3b shows the results from forming teams of different compositions in the gridworld environment. We see that ECTL and BC solve the CLAP-Replace task by achieving the equivalent team performance as the original team ($R(\Pi)$).

Both methods have roughly the same performance, which is due to the fact that there are no opportunities for errors to compound. The BC agent will have learned the experts’ behaviour from any state as the agent starting positions and goal positions are sampled from a uniform distribution over all grid tiles. Therefore, if a BC agent makes a mistake in any given position, it will have been during training how to recover in the next position. So to investigate the effects of unseen states we bias the training data by only including cases where the target agent was in one of the first two columns of the grid. The results are also shown in Figure 3b, and we see that while ECTL maintains its performance, BC significantly degrades.

1https://github.com/DylanCope/learning-translations
5.5 Driving Game CLAP-Replace

Moving on from the gridworld environment, we then performed a series of experiments in the driving game. First, we trained four teams on the environment, with two agents per training team. Two of the teams with the pit, and the other two without the pit. Figures 5a and 5b visualise where in the environment these agents spend their time (before reaching their goals), illustrating how the expert demonstrations may not cover the pit region of state space.

In Figure 4a we see the effect of the number of data collection episodes on the driving game CLAP-Replace performance without the pit. We find that the ECTL performance starts notably better than BC, and can do well with very little data. However, as more data is gathered, eventually BC scales better than ECTL. Yet, Figure 4b complicates this picture. Here we see the normalised reward comparisons between ECTL and BC showing the effect of the pit on performance. The pit does not have much impact on ECTL, but the performance of BC drops by a large margin, even for the case with 1000 data collection episodes – the setting in which BC outperforms ECTL when the pit is not present.

5.6 Translating to an Interpretable Communication Protocol

After demonstrating that BC and ECTL could successfully solve CLAPs for target communities of artificial agents, we investigated whether or not the same methods could apply to data generated by humans. We developed an interactive UI through which a user could simultaneously control two agents in the driving game while observing the entire game state (i.e. both agent’s goals). This was then used to collect data from 70 episodes. Each row of data comprised the actions that the user took for each agent and the agent-specific observations.

In its raw form, this data cannot be used to train CLAP agents as it lacks messages. To remedy this we augmented the data by constructing messages on the principle that each agent was following direct instructions from the other, so each agent $i$’s action $a_i$ became agent $j$’s message $m_{ij} = a_i$ to agent $j$.

With this data, ECTL and BC agents could now be trained in the same manner as done for the MAPPO target communities. However, due to the lack of a well-defined target community, the agents could not be evaluated in the same way. So instead, we focused on specifically evaluating the signalling capabilities of these agents with another UI that allows a user to view their agent, the possible goal locations, and a message from one of the artificial agents (Figure 5c). As the message space is the action space for the user, it is inherently interpretable and could be rendered to the user as one of the strings ‘Accelerate’, ‘Turn Anti-Clockwise’, or ‘Turn Clockwise’. We then set up the UI to randomly switch the messenger agent each episode from a pool of agents comprised of an ECTL agent, a BC agent, and an agent that sends a random message. Thus the user was always unaware of which agent they were playing with. Figure 5d shows the results of this experiment, measured by the mean number of timesteps that it took for the user to reach the goal location while using the messages. It shows that only the ECTL agent was able to effectively communicate with the user, with the BC agent conveying the same lack of information as the random policy.

6 Conclusions

In this paper, we have posed a new problem for multi-agent communication learning, namely the Cooperative Language Acquisition Problem (CLAP). Positioned relative to Zero-Shot Coordination and Ad Hoc Teamwork, the CLAP challenge is to build an agent that learns the communication strategy of a target community via observational data. But can also leverage general ‘environment-level skills’ that transfer to any ad hoc team. We have proposed two approaches to this problem: Behaviour Cloning (BC) and Emergent Communication pretraining and Translation Learning (ECTL).

We have shown that ECTL can perform well in data-scarce scenarios, including learning to communicate with a human user. Additionally, it can effectively compensate for biased expert demonstrations. On the other hand, while BC is brittle, it may scale to large datasets. Further work should investigate the potential for combining the strengths of these methods. Finally, we have only explored CLAPs with a small number of agents and complete, noise-free demonstration data. Future investigations should relax these assumptions.
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