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Abstract

Despite their impressive generative performance, latent diffusion model-based virtual try-on (VTON) methods lack faithfulness to crucial details of the clothes, such as style, pattern, and text. To alleviate these issues caused by the diffusion stochastic nature and latent supervision, we propose a novel Faithful Latent Diffusion Model for VTON, termed FLDM-VTON. FLDM-VTON improves the conventional latent diffusion process in three major aspects. First, we propose incorporating warped clothes as both the starting point and local condition, supplying the model with faithful clothes priors. Second, we introduce a novel clothes flattening network to constrain generated try-on images, providing clothes-consistent faithful supervision. Third, we devise a clothes-posterior sampling for faithful inference, further enhancing the model performance over conventional clothes-agnostic Gaussian sampling. Extensive experimental results on the benchmark VITON-HD and Dress Code datasets demonstrate that our FLDM-VTON outperforms state-of-the-art baselines and is able to generate photo-realistic try-on images with faithful clothing details.

1 Introduction

Image-based virtual try-on (VTON) aims to transfer a piece of in-shop flat clothes onto one person’s body while preserving the details of both the human and the clothes, such as style, pattern, and text. In the past decade, VTON has attracted considerable attention [Wang et al., 2018; Choi et al., 2021; Minar et al., 2020; Lee et al., 2022; Morelli et al., 2023; Gou et al., 2023; Xie et al., 2023], and with the rapid advances of generative artificial intelligence [Vaswani et al., 2017; Ho et al., 2020] it has the great potential to improve users’ shopping experience by bridging the gap between users and online shopping.

Prior methods for VTON highly rely on generative adversarial networks (GANs) [Goodfellow et al., 2014; Huang et al., 2023; Wang et al., 2024] to synthesize try-on images. Typically, they first use thin plate spline (TPS)-based [Wang et al., 2018; Li et al., 2021; Fele et al., 2022] or appearance flow-based [Han et al., 2019; He et al., 2022] algorithms to warp the flat clothes to the person’s body, and then use GAN to further refine the previously generated try-on images. Nevertheless, due to the mode collapse issue [Bau et al., 2019], GAN-based methods fail to synthesize photo-realistic try-on images and accurately capture intricate clothing details, often leading to flaws on the generated results; see Figure 1.

Recently, the diffusion model has shown remarkable generative capabilities across various tasks, such as image inpainting, image editing, and even segmentation [Ho et al., 2020; Rombach et al., 2022; Song et al., 2020; Chen et al., 2023]. Compared with GAN, the diffusion model offers more stable training and direct likelihood estimation. However, directly applying the diffusion model to high-resolution VTON is infeasible due to limited computational resources. Therefore, current diffusion-based VTON methods [Morelli et al., 2023; Gou et al., 2023] are built upon the latent diffusion model (LDM) [Ramesh et al., 2021] that performs diffusion process in a latent space. Although showing effectiveness in generating realistic try-on images, they often produce unfaithful clothing details with respect to the original flat clothes.

We identify the stochastic nature and latent supervision of LDM as the key limiting factors for the faithfulness. On one hand, the diffusion stochastic nature poses a challenge in preserving clothing details, as indicated by the initial Gaussian noise introduced at the sampling process and the added Gaussian noise at each time-step. On the other hand, the latent supervision falls short in providing image-level supervision for fine clothing details. Thus, generating highly faithful clothing details with respect to the original flat clothes using the diffusion model remains a significant challenge.

To alleviate these issues in LDM, we propose a novel Faithful Latent Diffusion Model for VTON, termed FLDM-VTON. To achieve faithful try-on generation, our FLDM-VTON improves the training of conventional latent diffusion process in two major aspects: (i) supplying the model with...
faithful clothes priors by leveraging warped clothes as both the starting point and local condition to mitigate the initial and in-process added stochasticity, respectively, and (ii) providing clothes-consistent faithful supervision through a novel clothes flattening network to bring additional image-level constraints from the original flat clothes. In addition to the training improvements, our FLDM-VTON also improves the inference process by devising a clothes-posterior sampling, further enhancing the model performance over conventional clothes-agnostic Gaussian sampling.

Contributions. Our contributions are as follows. (i) We propose a novel faithful latent diffusion model for VTON to address the unfaithful issue caused by the diffusion stochastic nature and latent supervision. (ii) We propose incorporating warped clothes as both the starting point and local condition, supplying the model with faithful clothes priors. (iii) We introduce a novel clothes flattening network to constrain the generated try-on images, providing clothes-consistent faithful supervision. (iv) We devise a clothes-posterior sampling for faithful inference, further enhancing the model performance over conventional clothes-agnostic Gaussian sampling. (v) Extensive experimental results on the VITON-HD and Dress Code datasets demonstrate that our FLDM-VTON outperforms state-of-the-art baselines and is able to generate photo-realistic try-on images with faithful clothing details.

3 Methodology

In this section, we present the try-on diffusion model with faithful clothes priors in Sec. 3.1 and clothes-consistent faithful supervision in Sec. 3.2, followed by an overview of the FLDM-VTON and a clothes-posterior sampling for faithful inference in Sec. 3.3.

3.1 Try-on Diffusion with Clothes Priors

Given a person image $P \in \mathbb{R}^{H \times W \times 3}$ and a mask $m \in \{0, 1\}^{H \times W}$, indicating the try-on region, one can obtain a clothes-agnostic person image $P^o$ through element-wise multiplication; $P^o$ refers to the person image with the try-on region being masked out. The goal of VTON is to transfer a piece of flat clothes $C \in \mathbb{R}^{H \times W \times 3}$ onto $P^o$, yielding a photo-realistic try-on image $\hat{T} \in \mathbb{R}^{H \times W \times 3}$ with faithful clothing details.

Current state-of-the-art (SOTA) LDM-based VTON methods [Morelli et al., 2023; Gou et al., 2023] first use TPS or flow-based warping to generate the warped clothes $C^w$ from
clothes \( C \), and then employ an LDM for realistic refinement. With a pre-trained encoder \( \mathcal{E} \) and decoder \( \mathcal{D} \), LDM trains a diffusion model in the latent space, involving forward and reverse processes. In the forward process, Gaussian noise \( \epsilon \sim \mathcal{N}(0, 1) \) is added at arbitrary time-step \( t \) to the resultant latent feature \( z_0 = \mathcal{E}(T) \in \mathbb{R}^{h \times w \times c} \), where \( T \) is the ground-truth try-on image. In the reverse process, a diffusion UNet is employed to estimate the added noise \( \epsilon \).

Although achieving realistic results, conventional LDM-based VTON methods lack faithfulness to original clothing details. We identify the diffusion stochastic nature as the key limiting factor, which can be reflected in two primary aspects: (i) the initial Gaussian noise introduced at the sampling process and (ii) the added Gaussian noise at each time-step. To alleviate these, we are to supply the model with clothes priors, leveraging warped clothes (i) as the starting point to address the initial stochasticity and (ii) as the local condition to mitigate the in-process added stochasticity.

Figure 2 presents an overview of our FLDM-VTON. Unlike conventional forward process that takes \( \mathcal{E}(T) \) as the starting point, ours takes either \( \mathcal{E}(T) \) or warped clothes feature \( \mathcal{E}(C^m) \) as the starting point, in which warped clothes feature provides clothes prior at the beginning. To differentiate these two starting points, we refer to \( z_m^m = \mathcal{E}(T) \) as main starting point and \( z_m^p = \mathcal{E}(C^m) \) as prior starting point. Moreover, we leverage the pre-warped try-on image feature \( \mathcal{E}(T^w) \) as prior local condition for all time-steps, where \( T^w = C^m + P^a \).

Next, we detail the concrete forward and reverse processes.

**Forward process.** We gradually add Gaussian noise \( \epsilon \sim \mathcal{N}(0, 1) \) on the main starting and prior starting latent features, \( z_m^m \) and \( z_p^p \), with an arbitrary time-step \( t \), yielding \( t \)-th corresponding latent features as follows:

\[
\begin{align*}
    z_t^m &= \sqrt{\alpha_t} z_0^m + \sqrt{1 - \alpha_t} \epsilon, \\
    z_t^p &= \sqrt{\alpha_t} z_0^p + \sqrt{1 - \alpha_t} \epsilon,
\end{align*}
\]

where \( \alpha_t := \prod_{s=1}^{t} (1 - \beta_s) \), and \( \beta_s \) is a pre-defined variance schedule [Nichol and Dhariwal, 2021].

**Reverse process.** We have down-sized mask \( m^f \in \{0, 1\}^{h \times w} \) as the denoising condition and pre-warped try-on image feature \( \mathcal{E}(T^w) \) as the prior local condition. We concatenate the \( t \)-th latent feature, prior local condition, and denoising condition along the channel dimension, severing as the input to the diffusion UNet:

\[
\psi_t^m = [z_t^m; \mathcal{E}(T^w); m_s], \quad \psi_t^p = [z_t^p; \mathcal{E}(T^w); m_s],
\]

where \([::] \) denotes concatenation operation.

Given one image pair, we obtain two distinct inputs: the main denoising input \( \psi_t^m \) and the prior denoising input \( \psi_t^p \). These inputs are individually processed through the same try-on diffusion UNet \( \mathcal{U} \) to predict the main starting latent feature \( z_t^m \). In addition, we also encode the flat clothes \( C \) through DINO-V2 [Oquab et al., 2023], a currently powerful self-supervised visual encoder \( \mathcal{V} \), which serves as the global controller being injected into each UNet layer via cross-attention. Therefore, the diffusion training loss function over one single sample and one time-step \( t \) is defined as follows:

\[
\mathcal{L}_{\text{diff}} = \frac{1}{2} \left( \| \mathcal{U}(\psi_t^m, \mathcal{V}(C), t) - z_t^m \|^2_2 + \| \mathcal{U}(\psi_t^p, \mathcal{V}(C), t) - z_t^p \|^2_2 \right),
\]

where \( \psi_t^m \) contributes to preserving the photo-realistic quality as established by existing diffusion models and \( \psi_t^p \) contributes to enhancing the faithfulness of generated clothes.

**3.2 Clothes-consistent Faithful Supervision**

Although clothes priors can help enhance the faithfulness from the input, it is still challenging to preserve the fine details such as pattern and texture since the training is only supervised by the ground-truth try-on latent feature. To further improve the faithfulness to fine details, we introduce clothes-consistent faithful supervision, drawing inspiration from the fact that the clothes item you try on should be identical to the flat one once you take it off and flatten it out. To this end, we introduce a clothes flattening network \( \mathcal{F} \) that can take off clothes from the generated try-on image and flatten it out like the original flat one.

**Clothes flattening network.** Our clothes flattening network is a two-step method: (i) take-off step and (ii) flatten-out step. The take-off step can be easily done by masking out the generated try-on image with the pre-parsed clothes mask \( m^f \). The flatten-out step is an inverse warping process, which is done by training a flattening module to predict...
flattening flows. More specifically, our clothes flattening network is designed with a U-shape structure, which utilizes a Feature Pyramid Network (FPN) [Lin et al., 2017] to encode the clothes-parsed feature at multiple scales, and then employs cascaded flow estimation blocks to predict the flattening flows with down-sized flat clothes-position masks. Note that we use five different multi-scale features in our experiments; three of these are illustrated in Figure 3 for simplicity.

Following the SOTA appearance flow training strategy [Ge et al., 2021], we use mixed loss function to train our clothes flattening network, including $L_1$ loss and perceptual loss $L_{per}$ [Johnson et al., 2016] at the image level and the second-order smooth loss $L_{sec}$ and the total-variation loss $L_{TV}$ at the flow level, which is defined as:

$$L_{flat} = L_1 + \lambda_{per} L_{per} + \lambda_{sec} L_{sec} + \lambda_{TV} L_{TV},$$  

(4)

where $\lambda_s$ are the hyperparameters to adjust the weights among different loss components.

**Clothes-consistent supervision.** Once the clothes flattening network is trained, we can use the frozen clothes flattening network $F$ to process the generated try-on images $\hat{T} = D(z^w_T)$, yielding estimated flat clothes $\hat{C}$. Measuring the difference between estimated flat clothes $\hat{C}$ and original flat clothes $C$ can further provide clothes consistent faithful supervision for try-on diffusion training, which is defined as:

$$L_{cons} = \|\hat{C} - C\|_1 = \|F(\hat{T}) - C\|_1.$$  

(5)

### 3.3 Overview of Our FLDM-VTON

**Overview.** Figure 2 presents the overview of our FLDM-VTON. During the training phase, we handle each sample by deriving its main and prior denoising inputs, i.e., $\psi_m$ and $\psi_p$, by concatenating the $t$-th latent feature with prior local and denoising conditions. And then, our try-on diffusion UNet $U$ individually processes these two types of inputs guided by the global controller DINO-V2 $V$, estimating the try-on latent feature with the diffusion loss $L_{diff}$ in Eq. (3). Moreover, our FLDM-VTON incorporates a clothes flattening network, providing clothes-consistent faithful supervision with

the clothes-consistent loss $L_{cons}$ in Eq. (5). The overall training loss for the try-on diffusion UNet is defined as follows:

$$L_{Try-on} = L_{diff} + \lambda_{cons} L_{cons},$$  

(6)

where $\lambda_{cons}$ is a trade-off hyperparameter. Note that only the try-on diffusion UNet and the linear layer followed by the DINO V2 are trained.

**Faithful inference.** During the inference phase, conventional diffusion models initiate inference by a clothes-agnostic noise sampled from a standard Gaussian distribution. However, this introduces significant initial stochasticity, adversely affecting the faithfulness of generated clothing details. To address this issue, we devise a clothes-posterior sampling to further enhance the model performance.

With the introduced clothes prior for model training, our FLDM-VTON can initiate inference from a posterior Gaussian noise that is specifically conditioned by the warped clothes feature $\hat{\mathcal{E}}(C^w)$. Specifically, the clothes-posterior noise is the $T$-th prior latent feature: $z_p^T = \sqrt{\alpha_T} \hat{\mathcal{E}}(C^w) + \sqrt{1 - \alpha_T} \epsilon$, corresponding to the warped clothes feature $\hat{\mathcal{E}}(C^w)$ after $T$ diffusion forward time-steps using Eq. (1). By doing this, the initial stochasticity of the sampling process is significantly reduced, thereby ensuring the faithfulness of the generated clothing details.

### 4 Experiments

#### 4.1 Experimental Setup

**Datasets.** We conduct experiments on two popular high-resolution VTON benchmarks: the VITON-HD dataset [Choi et al., 2021] and Dress Code dataset [Morelli et al., 2022]. Both datasets contain high-resolution paired images of size $512 \times 384$: in-shop flat clothes and their corresponding persons wearing the clothes. The VITON-HD dataset contains 13,679 image pairs for upper-body clothes, the Dress Code dataset includes 15,366 image pairs for upper-body clothes, 8,951 image pairs for lower-body clothes, and 29,478 image pairs for dresses. We follow the official guidelines to divide the data into training and testing sets [Choi et al., 2021; Morelli et al., 2022].

**Implementation details.** We use SOTA appearance flow-based warping method [Ge et al., 2021; Gou et al., 2023] to generate a warped clothes image aligning the flat clothes with the person. We adopt Adam optimizer to optimize all networks with a mini-batch size of 8 and a learning rate of $2.0 \times 10^{-5}$ on 4 NVIDIA V100 GPUs. In addition, we employ the encoder and decoder of SD KL-regularized auto-encoder, with a down-sampling factor of $d = 8$ and a latent channel number of $c = 4$, as our encoder $\mathcal{E}$ and decoder $D$, respectively. We set $T = 1,000$ for latent diffusion training as suggested by SD [Lee et al., 2022], and use the DPM solver [Lu et al., 2022] with 50 sampling steps for inference. Besides, we use FreeU [Si et al., 2023] to reweight the contributions of the backbone and skip connection features with different scaling factors for inference, enhancing the denoising capability of the LDM and reducing low-frequency information.
Figure 4: Qualitative results of different methods and ours on the VITON-HD dataset. Best viewed when zoomed in.

Table 1: Comparison results on the VITON-HD dataset. I, II, and III represent CNN-based, GAN-based, and diffusion-based methods, respectively. The best and second best results are highlighted in bold and underlined, respectively.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Paired</th>
<th>Unpaired</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LPIPS</td>
<td>SSIM</td>
</tr>
<tr>
<td>CP-VTON</td>
<td>0.160</td>
<td>0.831</td>
</tr>
<tr>
<td>CP-VTON+</td>
<td>0.131</td>
<td>0.847</td>
</tr>
<tr>
<td>VITON-HD</td>
<td>0.116</td>
<td>0.862</td>
</tr>
<tr>
<td>HR-VITON</td>
<td>0.104</td>
<td>0.878</td>
</tr>
<tr>
<td>GP-VTON</td>
<td>0.081</td>
<td>0.884</td>
</tr>
<tr>
<td>PAINT-BY-EXAMPLE</td>
<td>0.143</td>
<td>0.803</td>
</tr>
<tr>
<td>LADI-VTON</td>
<td>0.096</td>
<td>0.863</td>
</tr>
<tr>
<td>DCI-VTON</td>
<td>0.081</td>
<td>0.880</td>
</tr>
<tr>
<td>FLDM-VTON (ours)</td>
<td><strong>0.080</strong></td>
<td><strong>0.886</strong></td>
</tr>
</tbody>
</table>

Evaluation metrics. We evaluate performance under paired and unpaired test settings, where ground-truth try-on images are available for the paired setting while not for the unpaired setting. We adopt Learned Perceptual Image Patch Similarity (LPIPS) [Zhang et al., 2018] and Structural Similarity (SSIM) [Wang et al., 2004] for paired setting while using Fréchet Inception Distance (FID) [Heusel et al., 2017] and Kernel Inception Distance (KID) [Birkskowski et al., 2018] for unpaired setting. Note that we present all qualitative results under the unpaired setting.

4.2 Comparison with SOTA Methods

We comprehensively compare our FLDM-VTON with several SOTA methods, which can be categorized into three groups: CNN-based, GAN-based, and diffusion-based. Specifically, the CNN-based methods are CP-VTON [Wang et al., 2018] and CP-VTON+ [Minar et al., 2020]. For the GAN-based methods, we include VITON-HD [Choi et al., 2021], HR-VITON [Lee et al., 2022], and GP-VTON [Xie et al., 2023]. Moreover, we compare our FLDM-VTON with recently published SOTA diffusion-based methods: PAINT-BY-EXAMPLE [Yang et al., 2023], LADI-VTON [Morelli et al., 2023], and DCI-VTON [Gou et al., 2023]. Due to the extensive size of the Dress Code dataset, we only compare our FLDM-VTON with several SOTA methods, including GP-VTON, PAINT-BY-EXAMPLE, and LADI-VTON.

Quantitative comparison. Tables 1 and 2 present quantitative results on the VITON-HD and Dress Code datasets, respectively, which show that our FLDM-VTON outperforms most competitors across various performance metrics under paired and unpaired settings. We observe that diffusion-based methods perform better in terms of FID and KID, two realistic metrics. However, our FLDM-VTON not only maintains comparable realistic performance but also excels in faithfulness under the paired setting, i.e., LPIPS and SSIM.

Qualitative comparison. Figures 1, 4, and 5 present qualitative results, which demonstrate the superior performance of our FLDM-VTON in generating realistic try-on images while preserving faithful clothing details to the original flat clothes. Although CNN-based methods generate try-on images that more closely resemble the original flat clothes, they lack realism and don’t achieve a photo-like quality. With adversarial training to enhance the initially warped clothes, GP-VTON stands out with superior performance. However, its qualitative results suggest a relatively simple composition of warped clothes and persons due to GAN’s intrinsic
Table 2: Comparison results on the Dress Code dataset. The best results are highlighted in **bold**.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Upper Paired</th>
<th>Upper Unpaired</th>
<th>Lower Paired</th>
<th>Lower Unpaired</th>
<th>Dresses Paired</th>
<th>Dresses Unpaired</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LPIPS</td>
<td>SSIM</td>
<td>FID</td>
<td>KID</td>
<td>LPIPS</td>
<td>SSIM</td>
</tr>
<tr>
<td>GP-VTON</td>
<td>0.271</td>
<td>0.775</td>
<td>21.58</td>
<td>0.99</td>
<td>0.283</td>
<td>0.759</td>
</tr>
<tr>
<td>PAINT-BY-EXAMPLE</td>
<td>0.165</td>
<td>0.858</td>
<td>38.78</td>
<td>2.70</td>
<td>0.197</td>
<td>0.818</td>
</tr>
<tr>
<td>LADI-VTON (ours)</td>
<td>0.049</td>
<td>0.928</td>
<td>13.26</td>
<td>0.27</td>
<td><strong>0.051</strong></td>
<td><strong>0.922</strong></td>
</tr>
<tr>
<td>FLDM-VTON (ours)</td>
<td>0.045</td>
<td><strong>0.930</strong></td>
<td>11.45</td>
<td><strong>0.16</strong></td>
<td>0.051</td>
<td>0.924</td>
</tr>
</tbody>
</table>

Application to real-world data. Figure 6 also presents qualitative results on real-world data from the Amazon website, illustrating the robustness of our FLDM-VTON. Our method effectively generates corresponding try-on images for different persons with diverse flat clothes, ensuring photorealistic quality with faithful clothing details.

More challenging try-on situations. We further examine our FLDM-VTON on challenging try-on situations, such as different types of source and target clothes, by simply masking out the region related to the source and target clothes. The challenging try-on results in Figure 7 suggest the strong effectiveness of our FLDM-VTON.

4.3 Ablation Study
Here, we conduct detailed ablation studies to show the effectiveness of different conditions and proposed components for
modernizing our FLDM-VTON. Figure 8 and Table 3 present ablation qualitative and quantitative results, respectively.

Ablation on different conditions. We take the conventional unconditional inpainting LDM as our initial baseline. First, we enhance it with the prior local condition $T^w$. We observe that the generated try-on image can capture most coarse-grained clothing details due to the prior information provided by warped clothes. However, the style of complex patterns is significantly distorted. Second, by integrating the CLIP or DINO V2 global conditions, there is a notable improvement in the style of these complex patterns. Notably, DINO V2 outperforms CLIP, which can be attributed to its more discriminative global feature extraction.

Ablation on proposed components. Here, we take the inpainting LDM with the prior local condition and DINO V2 global condition as the initial baseline. We first investigate the impact of the additional training for the prior denoising input. By including this training process, we observe that the style of complex patterns is largely preserved. However, there still remains a challenge in preserving fine clothing details.

Second, we show the effect of clothes-consistent supervision in Figure 9, including the real clothes-parsed image $T^c$, estimated flat clothes image $\hat{C}$, and real flat clothes image $C$. We find that our clothes flattening network effectively transforms the clothes from the try-on state to the flat state. By comparing the estimated and the original flat clothes, we observe that the original flat clothes have more fine clothing details, which further validates the importance of providing clothes-consistent supervision to guide the try-on diffusion process towards higher faithfulness to the original flat clothes. In summary, both the quantitative and qualitative results demonstrate that introducing the clothes flattening network into the training improves the capability of the try-on diffusion UNet to preserve more faithful clothing details.

In addition, we observe that while the faithful inference contributes not as much as other components to the quantitative results in Table 3, it significantly enhances the faithfulness of generated clothing details, as shown in Figure 8, without introducing additional computational burdens.

5 Conclusion

In this paper, we proposed a novel faithful latent diffusion model for virtual try-on. With the introduced faithful clothes priors and clothes-consistent faithful supervision, the proposed FLDM-VTON can significantly alleviate the unfaithful generation issue caused by the diffusion stochastic nature and latent supervision in LDM. In addition, the devised clothes-posterior sampling for faithful inference can further improve the model performance. Extensive experimental results on two popular VTON benchmarks validate the superior performance of our FLDM-VTON—generating photo-realistic try-on images with faithful clothing details.
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