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Abstract

Video shadow detection faces significant challenges due to ambiguous semantics and variable shapes. Existing video shadow detection algorithms typically overlook the fine shadow details, resulting in inconsistent detection between consecutive frames in complex real-world video scenarios. To address this issue, we propose a spatial-temporal feature interaction strategy, which refines and enhances global shadow semantics with local prior features in the modeling of shadow relations between frames. Moreover, a structure-aware shadow prediction module is proposed, which focuses on modeling the distance relation between local shadow edges and regions. Quantitative experimental results demonstrate that our approach significantly outperforms the state-of-the-art methods, providing stable and consistent shadow detection results in complex video shadow scenarios.

1 Introduction

Video shadow detection has long served as a valuable cue for various tasks in computer vision and computer graphics, such as lighting estimation [Adams et al., 2022], occlusion relationship estimation [Hao et al., 2021], and scene geometry reconstruction [Karsch et al., 2011]. In Augmented Reality (AR) applications, modeling the harmonized shadow casting between real scenes and virtual objects is important to enhance the visual realism of synthetic scenes [Liu et al., 2022; Adams et al., 2022]. A prerequisite of shadow cast modeling is obtaining consistent shadow detection results from background videos.

Recently, deep learning-based video shadow detection algorithms [Chen et al., 2021; Ding et al., 2022; Lu et al., 2022; Hu et al., 2021a; Lin and Wang, 2022; Liu et al., 2023] eliminate the performance dependency of traditional algorithms on manually set parameters, and demonstrate powerful generalization capabilities to various scenes. These methods can be broadly categorized into two categories: the first one adapts image-based shadow detection methods to meet the demand of consistency across video frames, by using interpolation consistency training [Lu et al., 2022] and contrastive learning [Ding et al., 2022] to ensure similar shadow features extraction; the second category explicitly model the temporal shadow feature transferring, and simultaneously enhance the similarity of features after information fusion [Chen et al., 2021; Hu et al., 2021a; Lin and Wang, 2022; Liu et al., 2023]. By increasing the sharing of shadow features in the temporal domain, methods in the second category demonstrate superior detection performance compared to those in the first.

While focusing on modeling temporal relationships of shadow features across video sequences, previous algorithms tend to overlook the details of shadows. For instance, TVSD [Chen et al., 2021] conducts inter-frame information propagation only on low-resolution high-level shadow features, lacking frame-to-frame sharing of local details. Hu et al. [Hu et al., 2021a] employ the optical flow maps to register shadow features, nonetheless the accuracy and consistency of shadow detection is limited by the short-term perspective and accuracy of optical flow maps. Recently, transformer-based video shadow detection algorithms [Liu et al., 2023] have shown excellent capabilities in modeling global shadow semantics, such as shadow deformations. Nevertheless, transformers are unable to effectively capture local semantics [Chen et al., 2022a], leading to inconsistent outcomes, particularly evident in complex video shadow scenes. Besides, existing algorithms use per-pixel independent labels to supervise shadow learning, neglecting the structural relationships between local shadow boundaries and the areas of shadow and non-shadow.
The defective designs of the above methods lead to discontinuous predictions for adjacent pixels, especially in non-shadow areas with significant intensity fluctuations. As shown in Figure 1, in the face of complex shadow situations in real-world scenarios, existing video shadow detection algorithms are prone to errors such as unstable shadow boundaries between consecutive frames, misidentifying dark objects, or overlooking light-colored shadows. These errors significantly impact the applications that demand high shadow detection precision. For instance, in AR, these errors usually cause flickering, overlap, or hollow areas in the integration between real and virtual shadows, thereby adversely affecting the realistic experience of AR.

An intuitive solution is to find inspiration from video object detection and segmentation tasks. However, the video shadow detection task presents significantly different characteristics from general object segmentation. Firstly, shadows in videos often exhibit vague textures in shadow areas due to reduced illumination. Secondly, the semantic content within shadow regions is ambiguous, lacking specific identifiers such as unique IDs. Consequently, existing object detection and segmentation algorithms [Huang et al., 2022; Li et al., 2023; Zhou et al., 2022], which predominantly rely on abstract semantic modeling of object query embedding, struggle to effectively extract features from shadows.

To tackle the above challenges, we propose a new video shadow detection network. We adopt a transformer and lightweight CNN to extract video shadow features with consistent global semantics and fine local details, respectively. It’s common and straightforward to directly add or stack two features in and between frames. However, the local and global semantics are not only complement each other. Under the assumption that the lighting conditions between two adjacent frames of a scene do not change drastically [Chen et al., 2021], the similarity exists due to the sharing of lighting conditions in adjacent frames, and inconsistencies arise due to the shadow movement or deformation between frames. Therefore, we consider the inherent connection between the local and global semantics of multi-frame shadows. We first develop a spatial-temporal interaction strategy that enhances and refines these features in a bidirectional way and shares similar features between frames. Then, we propose a structure-aware shadow prediction module to decode the enhanced multi-scale features with local boundary details and shadow body semantics.

As for the spatial-temporal interaction strategy, we propose an enhance-exchange-refinement workflow to obtain shadow features with fine details. First, a spatial feature injection module (SFIM) is designed to enhance global shadow semantics with local shadow detail; Second, a temporal feature interaction module (TFIM) is proposed to share the enhanced features between frames. We integrate the SFIM and TFIM into the iterations of the transformer encoder, progressively aggregating and optimizing these temporally varying shadow features with different receptive fields. Between each encoder stage, a spatial-temporal feature refinement module (STFRM) is proposed to refine the spatial-temporal shadow features and output multi-scale shadow features for further prediction. As for the structure-aware shadow detection module, we decouple the shadow scene with the structure of the nonshadow region, shadow edge, and shadow region. Different from the methods that learn the pixel-level shadow boundaries directly, we manage to understand the structure relation between shadow regions and boundaries, and use distance transformation [Wei et al., 2020] to represent the structural relation. Then, two complement semantic decoders are proposed to learn and refine local and global structure information, which are merged to predict the shadows. By deconstructing the relationship between shadow regions and boundaries, the proposed network achieves stable detection in scenes with significant intensity variations.

In summary, our contributions are as follows:

- We propose a novel video shadow detection network with a spatial-temporal shadow feature interaction strategy that enhances, exchanges, and refines global semantics and local details in multi-stage video shadow feature extraction.
- We present a structure-aware shadow prediction module, decoupling multi-scale shadow features into shadow regions and shadow edges with distance relation, and ensuring the robustness of shadow detection.
- We evaluate the performance of the proposed algorithm on common video shadow detection datasets and compare it with state-of-the-art (SOTA) methods. Quantitative analysis and visual results demonstrate that our framework significantly outperforms current SOTA algorithms.

## 2 Related Work

### 2.1 Video Shadow Detection

The video shadow detection task is dedicated to stably and accurately detecting shadow regions in continuous video frames. In earlier years, video shadow detection algorithms based on traditional methods were proposed [Gomes et al., 2017; Shi and Liu, 2020], relying heavily on manual parameter tuning, which made them impractical for scenarios with dramatic scene changes.

Recently, with the advent of large-scale video shadow detection datasets [Chen et al., 2021], researchers have begun to explore video shadow detection algorithms based on deep learning [Liu et al., 2023; Lin and Wang, 2022; Chen et al., 2022b; Hu et al., 2021a; Ding et al., 2022; Lu et al., 2022]. These algorithms achieve consistent shadow detection results by considering and modeling the temporal relationships of shadows. For the temporal aggregation mechanisms in video shadow detection algorithms, the mainstream approaches include direct feature-level conditional constraints and modeling frame-to-frame dependency relations. The former improves the consistency of shadow detection results by reducing the discrepancy between shadow features of adjacent frames [Ding et al., 2022; Lu et al., 2022], while the latter achieves consistent shadow detection by modeling long-term dependencies [Chen et al., 2021; Liu et al., 2023; Lin and Wang, 2022] or short-term dependencies [Hu et al., 2021a]. Among these, the schemes based on Video Transformers [Liu et al., 2023; Lin and Wang, 2022] stand out.
2022] offer greater flexibility and modeling capacity compared to CNN-based methods [Chen et al., 2021]. However, the self-attention mechanism of Video Transformers, which focuses on both spatial and temporal dimensions, introduces a large number of parameters, posing optimization challenges for video shadow detection tasks with limited data. Different from the existing transformer-based methods, we use two adjacent frames to realize shadow relation modeling, which is more effective than the joint spatial-temporal attention method.

2.2 Vision Transformer in Dense Prediction

In dense prediction tasks such as video shadow detection, a common architecture comprises a feature extraction backbone followed by a decoder. Recently, owing to the transformer’s capability to capture and model long-term dependencies of semantics, many works adapt ViT as an encoder and design task-specific decoders. However, due to the lack of specific inductive biases inherent in CNNs, transformers struggle to capture repeated detail semantics. Recently, PVT incorporates more vision-specific inductive biases by merging pyramid structures from CNNs. Especially, Chen et al. [Chen et al., 2022a] develop a CNN adapter on top of the latest ViT models, achieving state-of-the-art results. Differing from these algorithms, this paper considers the application of inductive biases in video shadow detection. In particular, we design a specialized temporal interaction module to enhance the sharing of these spatial priors over time, thereby increasing detection consistency in video scenarios.

2.3 Boundary Attention in Shadow Detection

Inspired by the semantic segmentation work of FCN, per-pixel classification has remained the primary shadow segmentation paradigm in neural network-based video shadow detection [Liu et al., 2023; Chen et al., 2021; Ding et al., 2022; Lu et al., 2022]. These approaches consider the classification of each pixel independently, with an inability to perceive each other’s prediction scores. Recently, image-level shadow detection and removal algorithms achieve better results by focusing on shadow structures. MTMT [Chen et al., 2020] utilizes a separate branch to predict binary shadow edge masks, enhancing the network’s perception of shadow boundaries. Le et al. [Le and Samaras, 2022] divides the shadow edge region into inner and outer shadow edge areas and supervises the shadow prediction results of these areas separately.

In the field of saliency and semantic segmentation, many works have been proposed to focus on detecting edges and regions simultaneously [Wu et al., 2019; Qin et al., 2019; Ding et al., 2019; Li et al., 2020], in which the image boundaries are represented with hard edges, as the ordinary object often has clear shapes. However, since natural light sources are basically area lights, the boundary brightness of shadows usually has a slow transition. Therefore, representing a soft shadow boundary with a hard edge easily leads to inaccurate shadow localization. We decouple a shadow into the body and distanced boundary, which enables the network to emphasize the transition in brightness and distance changes along shadow boundaries.

3 Method

3.1 Network Overview

As shown in Figure 2, we propose a new Structure-Aware Spatial-Temporal Interaction Network (SSTINet) for video shadow detection. SSTINet adopts the siamese structure in the temporal dimension, which takes the \( t \)-th and the \((t-1)\)-th frames as inputs, and the two branches share the same structure and parameters to keep consistent shadow prediction results in the temporal domain. Each branch consists of two stages: feature extraction and shadow prediction. During the feature extraction stage, we employ a transformer and multi-scale CNN to extract global and local shadow features. The proposed extractor consists of \( M \)-stage encoders to output hierarchical shadow features, \( M = 4 \) in our experiments. For the \( i \)-th encoder, SFIM is employed to inject local features into the transformer attention blocks. Subsequently, TSTM is adopted to exchange global-local features from two video frames. Finally, STFRM is proposed to refine and output temporal and global-local features. In the shadow prediction phase, we introduce SASP to learn the structure information of shadow and bolster the network’s perception of local edge semantics.

3.2 Spatial-Temporal Shadow Feature Extraction

It has been proved that convolutional neural networks (CNNs) can enhance the transformer’s ability to discern more semantic features [Wang et al., 2022; Fang et al., 2022; Wu et al., 2021]. Inspired by this idea, we propose a novel spatial-temporal feature interaction strategy to synergy and enhance shadow features extracted by transformer and multi-scale CNN, which ensures accurate shadow detection across spatial dimensions by enabling the network to acquire both global and local perspectives.

As illustrated in Figure 2, a multi-layer CNN is utilized to obtain multi-scale shadow features from input image \( I \in \mathbb{R}^{B \times C \times H \times W} \). Specifically, the multi-layer CNN employs the Stem structure of ResNet, and it is sequentially stacked with three convolutional blocks with kernel size of 3, stride of 2, and padding of 1 to multi-scale shadow features. In the shadow prediction stage, the proposed SFIM injects the multi-scale shadow features into the transformer attention blocks. The \( i \)-th encoder, \( SFIM \), sequentially extracts shadow features from the input image, \( I \in \mathbb{R}^{B \times C \times H \times W} \), and the \( (i-1) \)-th encoder, \( SFIM \), exploits the \( i \)-th shadow feature as \( F_i \) and global backbone features as \( F_g \).

Spatial Shadow Feature Injection

Differing from the conventional approach of directly stacking two types of features, the proposed SFIM employs an attention mechanism to inject local shadow features \( F_i \) into the global features \( F_g \).

As shown in Figure 2.a and 2.b, for the \( i \)-th SFIM, the local detail features \( F_i \) serve as Key and Value, while the global features \( F_g \) act as Query. These components are fused through Cross Attention interaction to estimate spatial
shadow features $F_i^s$.

$$F_i^s = F_i^s + \lambda_1^s \text{CrossAtt}(N(F_i^g), N(F_i^s)), \quad (1)$$

where $N(\cdot)$ denotes layer normalization. $\text{CrossAtt}$ represents a cross attention layer which employs the multi-scale deformable attention mechanism from Deformable DETR [Zhu et al., 2020]. $\lambda_1^s$ is a learnable weight that balances $F_i^s$ and $F_i^g$. The spatial shadow features $F_i^s$ are then fed into the transformer blocks to extract further processed features which are denoted as $\hat{F}_i^s$.

**Temporal Shadow Feature Interaction**

In current video shadow detection methods, simulating the spatial-temporal relationships of shadows in different frames remains a challenging task. We propose an efficient method to propagate shadow temporal information between two consecutive frames. A cross-attention machine is adopted for delivering similar shadow features between adjacent frames, which helps shadow detection results keep consistency.

Different from previous methods that model the relationship of shadows between two frames in the last layer of the backbone network [Chen et al., 2021], the proposed method performs the exchange of temporal information at multiple stages. As shown in Figure 2.c, denoting the shadow features extracted from the $t$-th frame and the $(t - 1)$-th frame as $QF_s$ and $RF_s$, bidirectional interaction of $QF_s$ and $RF_s$ is performed for feature integration. Similar to the SFIM, we utilize multi-scale deformable attention to facilitate the interaction. Specifically, for feature flow in the $t$-th TFIM of the $t$-th frame, $QF_s$ serves as $\text{Query}$, and $RF_s$ serves as $\text{Key}$ and $\text{Value}$. In the feature extraction of the $(t - 1)$-th frame, their roles are reversed. The process is described as follows:

$$QF_{st}^i = QF_s^i + \lambda_2^i \text{CrossAtt}(N(QF_s^i), N(RF_s^i)), \quad (2)$$

where $\text{CrossAtt}$ denotes the multi-scale deformable attention, $\lambda_2^i$ represents a learnable weight that balances query features and reference features. The output features $QF_{st}^i$ and $RF_{st}^i$ are sent to the next stage for feature refinement. Especially, $F_{st}^i$ sent to the $(i+1)$-th SFIM in $t$-th or $(t-1)$-th frame is served as global feature $F_{st}^{i+1} = F_{st}^{i}$.

**Spatial-Temporal Feature Refinement**

We incorporate a Spatial-Temporal Feature Refinement Module (STFRM) to refine and enhance the spatial details of shadow features derived from TFIM. As shown in Figure 2.d, the output of the TFIM $F_{st}^i$ serves as $\text{Key}$ and $\text{Value}$, and $F_i^s$ acts as $\text{Query}$ in multi-scale deformable attention module of the STFRM. The refined shadow features $F_{st}^i$ are calculated as follow:

$$F_{st}^i = F_i^s + \text{CrossAtt}(N(F_i^s), N(F_{st}^i)), \quad (3)$$

then, $F_{st}^i$ is processed by a feed-forward network following the formula below:

$$F_{st}^{i+1} = F_{st}^i + \text{FFN}(N(F_{st}^i)) \quad (4)$$

where $\text{FFN}$ consists of Fully Connected Layer (FC), Conv, GELU Activation Layer(GELU), FC and GELU. The output $F_{st}^{i+1}$ is used as the input of SFIM and STFRM in $(i+1)$-th stage.

### 3.3 Structure-Aware Shadow Prediction

As shown in Figure 1, even the state-of-the-art video shadow detection algorithms still have false and miss detection when detecting shadows of complex semantics, especially for areas with high-contrast and soft shadow edges. To address this problem, we work separately on the inner areas and edges of shadows to enhance segmentation performance. Different from directly generating shadow edges in the scenes [Chen et al., 2020], we introduce distance transformation [Wei et al., 2020] to decouple ground truth shadow mask $M_s$ to shadow body $M_b$ and shadow detail map $M_d$, which can be denoted as: $M_s = \text{DistanceTrans}(M_b)$, and $M_d = M_s - M_b$. The implementation details of $\text{DistanceTrans}$ are described in [Wei et al., 2020]. The values of pixels in $M_b$ and $M_d$ correspond to the distance of the pixels from the shadow edges. A
large pixel value in $M_d$ means that the pixel is farther away from the edge, while it means closer to the edge in $M_d$.

We propose a structure-aware shadow detection module to perform shadow mask prediction. As shown in Figure 2.a, the proposed shadow detection head comprises three primary components: a shadow body decoder, a shadow detail decoder, and a fusion module. In the first stage, the multi-scale features are sent to the body decoder and the detail decoder, each of them consisting of four $Conv + BN + Relu$ blocks. Then, the output features are sent to the output block to get coarse results $P_b, P_d$, and $P_s$. The output block consists of $Conv + BN + Relu + Conv$ layers. In the second stage, the body feature $F_b$ and detail feature $F_d$ are concat and fused by $f_{fusion}, \hat{F}_b, \hat{F}_d = f_{fusion}(cat(F_b, F_d))$, where $f_{fusion}$ consists of four $ConvBlocks$ and three $MaxPooling$ layers to get features in four different scales, and two groups of $ConvBlocks$ are employed to generate body and detail features. The fused features are sent back to two decoders to get fine results.

3.4 Loss Function

The loss function in this paper is primarily composed of three parts: constraints on the shadow map, constraints on the shadow body, and constraints on the shadow details. The shadow map loss follows the setting in [Liu et al., 2023], and Binary Cross-Entropy with Logits (BCEL) and IoU loss are adopted to constrain the prediction of shadow map. For the supervision of shadow body and details, we employ the Mean Squared Error (MSE) loss to get fine results.

\[
L_s = L_{bcel}(P_s, M_s) + L_{iou}(P_s, M_s),
\]

\[
L_{sd} = MSE(P_b, M_b), L_{sb} = MSE(P_d, M_d),
\]

(5)

These three losses are then combined to serve as the union constraints in the training of SSTINet:

\[
L = L_s + \lambda_3 L_{sb} + \lambda_4 L_{sd},
\]

(6)

where $\lambda_3$ and $\lambda_4$ are hyper-parameters that trade off the losses of shadow mask, shadow body, and detail mask. We empirically set $\lambda_3, \lambda_4$ as 5 and 5, respectively.

4 Experiments

4.1 Dataset and Evaluation Metrics

Data Description. We utilize the currently popular Video Shadow Detection Dataset (Visha) [Chen et al., 2021] to demonstrate the effectiveness of our study. This dataset comprises 120 scenes, with 50 used for training and 70 for testing. Each scene contains approximately 100 images, although some scenes have fewer than 30 images. In total, there are 4,838 images used for training and 6,967 images for testing.

Data Pre-processing. We conduct training and testing under the dataset setting in Visha [Chen et al., 2021]. During the training phase, we employ random cropping and flipping to augment the dataset. In the testing phase, a multi-scale flipping strategy is used to enhance the robustness of the algorithm. After the augmentation in both the training and testing phases, the final input size of the SSTINet is $512 \times 512$.

Evaluation Metrics. To better evaluate the effectiveness of SSTINet, we adopt the popular accuracy metrics applied by the current methods [Chen et al., 2021; Liu et al., 2023; Chen et al., 2022b]. Besides, we also adopt the consistency assessment [Ding et al., 2022], which has been overlooked in recent works. The accuracy metrics include Mean Absolute Error (MAE), Intersection over Union (IoU), F-measures, and Balanced Error Rate (BER). Lower MAE and BER, along with higher IoU and F-measures, indicate more accurate shadow detection results. Consistency assessment primarily measures the temporal stability of prediction results. Specifically, optical flow is obtained based on the ground truth between adjacent frames. Then, the detection results from the previous frame are mapped to the next frame using this optical flow. Finally, IoU is used to measure the degree of consistency between them. For a detailed calculation method, please refer to [Ding et al., 2022].

Implementation Details. The experiments in this paper are conducted using the MMsegmentation [Contributors, 2020] segmentation framework and the Pytorch framework. For parameter optimization, the backbone network of the proposed method is initialized using the pre-trained parameters of Beitv2 [Peng et al., 2022] on the COCO-Stuff segmentation dataset [Caesar et al., 2018]. The rest of the parameters are randomly initialized using the Xavier method [Glorot and Bengio, 2010] and optimized during training. We use the AdamW optimizer [Loshchilov and Hutter, 2017], with an initial learning rate of $2e^{-5}$, a weight decay of 0.05, and employ a poly learning rate decay. The experiments are conducted with a batch size of 2, a total of 20,000 iterations, and are trained on a single NVIDIA RTX 3090ti with 24GB of VRAM, taking approximately 10 hours and 30 minutes.

4.2 Comparison with SOTA Techniques

Compared Methods. We employ the latest image-based and video-based shadow detection methodologies, along with pixel-level detection algorithms, to demonstrate the effectiveness of SSTINet. This includes three types of methods: two image object segmentation methods, FPN [Lin et al., 2017], DSS [Hou et al., 2017]; three image shadow detection methods, DSD [Zheng et al., 2019], MTMT [Chen et al., 2020], FSDNet [Hu et al., 2021b]; five video object/instance segmentation methods, PDBM [Song et al., 2018], COSNet [Lu et al., 2019], FeelVOS [Voigtlaender et al., 2019], MinVIS [Huang et al., 2022], Tube-L [Li et al., 2023]; and four video shadow detection techniques, TVSD [Chen et al., 2021], STICT [Lu et al., 2022], SC-Cor [Ding et al., 2022], Scotch [Liu et al., 2023].

Quantitative Comparisons. In existing algorithms, image-based algorithms such as IOS and ISD only consider the features of individual frames and lack the concern of temporal consistency. Thus, as shown in Table 1, although these algorithms exhibit favorable metrics in Frame-Level assessments, they fall short in terms of temporal consistency (TS) compared to video-based algorithms. In video-based shadow detection algorithms, VSD, due to its consideration of shadow inherent characteristics, outperforms methods based on VOS and VIS in overall metrics, including accuracy (MAE), IOU, and BER. Especially, the algorithm proposed in this paper surpasses existing algorithms in both accuracy and consistency metrics. Specifically, our algorithm...
Table 1: Comparisons between our SSTINet and SOTA techniques on the ViSha dataset. “Temp.” denotes temporal, “IOS” denotes image object segmentation, “ISD” denotes image shadow detection, “VS” denotes video object/instance segmentation, “VSD” denotes video shadow detection, “MAE” denotes mean absolute error, “Fβ” denotes F-measure score, “IoU” denotes intersection over union, “BER” denotes balance error rate, and “S” means shadow error rate, “N” means non-shadow error rate. The ↑ denotes the higher the value is the better the performance is, whilst the ↓ means the opposite. * indicates the best performed network in each category.

Table 2: Ablation study on different components of our SSTINet on the ViSha dataset. All architectures utilize the BEiT [Peng et al., 2022] backbone, which is not depicted here due to table size limitations. “ind.” denotes the index of ablation structures, and “head” signifies the shadow detection prediction head. “PP” indicates the plain per-pixel shadow mask prediction module, while “SA” denotes the use of the SASPM presented in Sec.3.3.

Figure 3: Visual comparison of video shadow detection results by our method (SSTINet) and the SOTA approaches. For each video shadow scene, we show the results of two adjacent frames. From left to right, the shadow scene image, the shadow ground truth, the detection results of FPN [Lin et al., 2017], DSD [Zheng et al., 2019], FeelVOS [Voigtlaender et al., 2019], video semantic segmentation algorithm FeelVOS [Voigtlaender et al., 2019], and video shadow detection algorithms TVSD [Chen et al., 2021], STICT [Lu et al., 2022], and Soda [Liu et al., 2023].

In the presented scenarios, common errors in VSD can be observed, primarily including missed detection of fragmented small shadows, such as the shadows of individuals in Scene 1; missed detection in areas with relatively weak intensity contrast, such as the shadow cast by individuals on the ground in Scene 1 and the task’s shadow on the ground in Scene 2; false detection of non-shadow areas with significant intensity contrast, for instance, the gray ground in Scene 1, the sidewalk in Scene 3. The random combinations of these scenarios further increase the detection difficulty for existing algorithms. From the comparison of existing scenarios, we observe that conventional image and video segmentation algorithms exhibit less effective semantic capture of shadows compared to algorithms specifically designed for shadow detection. For instance, in Scene 3, FeelVOS and FPN demonstrate lower accuracy compared to DSD, the latter demonstrating a relatively accurate detection of the shadow cast by the tree. In the realm of VSD algorithms, both accuracy and consistency in detection have been notable improved. However, TVSD and STICT may fail to exhibit complete detection when confronted with scenarios involving minute shadows (Scenes 1 and 2), and Scotch may fail when faced with scenes featuring strong intensity contrast (Scenes 1 and 3). Compared with these methods, SSTINet captures consistent shadows with greater accuracy and delineates shadow edges with enhanced precision.

4.3 Ablation Study

We conduct ablation studies to validate the effectiveness of the spatial-temporal interaction strategy and the structure-aware segmentation head proposed in this paper. Specifically, we establish five ablation structures. For these structures, we utilize the pre-trained transformer BEiT-V2 [Peng et al., 2022] as the feature extractor, and follow the training and inference strategies described in Sec.4.1.

Baseline. The baseline network consists of a feature extraction backbone and a per-pixel shadow mask prediction module (PP module). The PP module consists of a
The proposed SSTINet consists of three components: the transformer backbone, the spatial-temporal attention modules, and the shadow prediction head, which account for 89.5%, 10%, and 0.5% of the total computational load, respectively. While the backbone accounts for the largest share, the attention modules and prediction head proposed in the paper constitute only a small fraction of the overall network. To further optimize the potential performance, we replace the backbone in SSTINet with a lighter pre-trained BEIT-Base model and obtain a light network called SSTINet-L. As shown in Table 3, SSTINet-L reduces 61.8% of GFLOPs and maintains similar inference accuracy with SSTINet. Compared with the SOTA algorithm Scotch, our proposed SSTINet achieves higher accuracy and SSTINet-L achieves superior detection performance with the same computational costs.

### 4.5 Application in AR

To validate the efficacy of our algorithm in downstream tasks, we investigate the application of VSD in AR. To achieve realistic AR interaction scenes, techniques based on shadow texture mapping [Xing et al., 2013; Liu et al., 2022] and shadow volume rendering are employed for shadow interaction within AR scenarios. Following the workflow of AR algorithms based on texture mapping [Liu et al., 2022], we initiate the process by conducting geometric and illumination reconstruction of the scene. We then place a virtual basketball into the reconstructed 3D scene; and the shadow masks are projected onto the basketball using texture mapping technology. Finally, the 3D scenes are rendered and synthesized. As depicted in Figure 4, comparing our shadow mask with Scotch, the SOTA VSD algorithm, our method generate more accurate and complete shadows. Consequently, Scotch’s fusion result on the right lacks sufficient shadow interaction, giving the impression that the basketball is suspended in mid-air. In contrast, our method provides a shadow mask that seamlessly integrates with the lower part of the basketball, effectively blending it into the scene.

### 5 Conclusion

This paper introduces SSTINet, an innovative video shadow detection network designed to seamlessly integrate local shadow details with global shadow semantics across video frames. We propose a spatial-temporal interaction strategy that effectively captures consistent and comprehensive shadow features through spatial feature injection, temporal feature interaction, and spatial-temporal feature refinement. Additionally, we introduce a structure-aware shadow detection module that enhances understanding of the distance relationship between shadow edges and the shadow body. This significantly improves the accuracy in determining uncertain shadow boundaries. The effectiveness of our proposed modules is rigorously demonstrated, establishing that our approach outperforms current video shadow detection algorithms across various metrics.
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