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Abstract
In the realm of cross-network tasks, graph domain
adaptation is an effective tool due to its ability to
transfer abundant labels from nodes in the source
domain to those in the target domain. Existing
adversarial domain adaptation methods mainly fo-
cus on domain-wise alignment. These approaches,
while effective in mitigating the marginal distri-
bution shift between the two domains, often ig-
nore the integral aspect of structural alignment, po-
tentially leading to negative transfer. To address
this issue, we propose a joint adversarial domain
adaptive graph convolutional network (JDA-GCN)
that is uniquely augmented with structural graph
alignment, so as to enhance the efficacy of knowl-
edge transfer. Specifically, we construct a struc-
tural graph to delineate the interconnections among
nodes within identical categories across the source
and target domains. To further refine node repre-
sentation, we integrate the local consistency matrix
with the global consistency matrix, thereby lever-
aging the learning of the sub-structure similarity of
nodes to enable more robust and effective represen-
tation of nodes. Empirical evaluation on diverse
real-world datasets substantiates the superiority of
our proposed method, marking a significant ad-
vancement over existing state-of-the-art graph do-
main adaptation algorithms.

1 Introduction
Domain adaptation (DA) techniques [Zhu et al., 2020; Wei
et al., 2021] aim to transfer knowledge from a well-labeled
source domain to a less-labeled target domain, addressing
the challenge of distribution discrepancies. Recent advances
have extended DA’s horizon, adapting its principles to graph-
structured data [Liu et al., 2023b; Xie et al., 2020; Wu et
al., 2022]. This extension is pivotal, as graph-structured data
often encapsulates complex relationships and patterns, mak-
ing traditional DA techniques insufficient. In cross-network
tasks like node classification, DA techniques help in effec-
tively bridging the structural and distributional gaps between
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Figure 1: An illustrative example that two ‘blue’ nodes inherit high
similarity as they share similar sub-structure.

networks, thereby enhancing the accuracy and reliability of
node categorization. Furthermore, these advanced DA meth-
ods have fostered significant improvements in diverse real-
word scenarios such as recommendation [Li et al., 2020], ar-
ticle publication [Zhao et al., 2021], and social risk identifi-
cation [Wang et al., 2020a].

Building upon the foundational principles of DA in graph-
structured data, graph domain adaptation (GDA) [Liang et
al., 2023] represents a more targeted approach, focusing on
minimizing disparities between graph domains. Particularly,
adversarial domain adaptation [Ganin et al., 2016] methods
have been widely adopted in GDA due to their remarkable
performance. This strategy ensures that the model captures
the fundamental structures common to both source domain
and target domain, enhancing transferability and reducing the
distributional difference between these two domains through
heuristic and adversarial approaches.

While adversarial domain adaptation methods have shown
remarkable success [Wu et al., 2020; Dai et al., 2022], there
are two key issues that are still insufficient explored. First,
traditional graph convolutional networks (GCNs) [Kipf and
Welling, 2016; Wang et al., 2019] primarily focus on direct
(local consistency) neighbor nodes for node embedding but
neglect the indirect (global consistency) connections between
nodes, which can be crucial for understanding complex struc-
tures. For instance, Figure 1(a) illustrates that two ‘blue’
nodes belonging to the same category, which are not con-
nected to each other directly but have similar sub-structure.
Existing GCNs may ignore the similarity relationship of these
two nodes in the process of information propagation, lead-
ing to incomplete node embedding. Second, most adversarial
domain adaptation methods only conduct domain-wise align-
ment to mitigate marginal distribution shift between the two
domains. However, this simple alignment strategy may dam-
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Figure 2: The red color denotes source domain, green color denotes
target domain, black color denotes class center, and different shapes
are various categories. (a) Domain-wise alignment for marginal dis-
tribution shift. (b) Constructing structural graph of class center and
minimizing the loss of structural graph alignment between two do-
mains to mitigate the marginal distribution shift. (c) Introducing the
loss of structural graph alignment in the same category to prompt
more sufficient transfer.

age latent discriminative structural graph in the same cate-
gory and lead to corresponding negative transfer. As shown
in Figure 2(a), we can find that nodes from the source and
target domains align in marginal distribution, yet exhibit sig-
nificant structural differences within the same category. To
mitigate the distribution shift, we incorporate structural align-
ment of class centers between domains, as demonstrated in
Figure 2(b). This strategy improves classification but reveals
a new challenge: the distribution of nodes within the same
category varies significantly between domains. For examples,
the ‘circle’ class in the source domain is more decentralized
compared to the target domain, whereas the ‘square’ class in
the source domain is more compact. Additionally, the nodes
of the ‘triangle’ class and the ‘circle’ class are closely situ-
ated, indicating the need for a more nuanced transfer strategy.

To address the aforementioned issues, we propose a novel
joint domain adaptive graph convolutional networks for graph
domain adaption (JDA-GCN) to capture the intricate struc-
tures within graph data more effectively. Initially, we con-
struct a global similarity matrix by comparing the graph struc-
tures surrounded with each node. This process ensures that
both global and local consistencies are considered, leading
to the formation of a new propagation matrix applicable to
both source and target domains. Furthermore, we address
the challenge of classifying unlabeled nodes in target graph.
We employ a non-parametric spherical k-means [Hornik et
al., 2012] to generate pseudo labels for these nodes. In addi-
tion, we seek to minimize the joint distribution differences be-
tween domains. It goes beyond mere domain-wise alignment
by facilitating in-category structural graph transfer within the
adversarial domain alignment framework. Specifically, in or-
der to mitigate potential negative migration that can be caused
by only considering marginal distribution alignment, we uti-
lize a Gram Matrix [de Almeida et al., 2008] to model the
structural relationship of class centers and narrow the struc-
tural relationships discrepancy between the two domains, and
further reduce the shift of node distribution by MMD [Gret-
ton et al., 2012] to jointly explore their latent intra-class struc-
tural graph transfer hidden feature space for the two domains
to promote more sufficient transfer, as shown in Figure 2(c).

The main contributions are summarized as follows:
• We propose a joint adversarial domain adaptive graph

convolutional network (JDA-GCN), augmented with

structural graph alignment in an adversarial graph do-
main adaptation framework. This augmentation signif-
icantly enhances knowledge transfer through exploring
intrinsic graph structures, ensuring a more effective do-
main adaptation.

• We combine local consistency matrix and global consis-
tency matrix to construct new feature propagation ma-
trix, which ensures a more holistic node representation
by capturing the comprehensive graph structure.

• Empirical evaluation on Citation and Blog datasets
demonstrates the effectiveness of JDA-GCN. Our model
not only demonstrates significant improvement in accu-
racy compared to existing methods but also showcases
its robustness across various graph structures.

2 Preliminaries
Notations. A graph G is composed of node set V and edge
set E, where V = {v1, v2, ...vN} , E = e{ij} ⊆ V × V . G
can be represented by G = (A,X, Y ) , where A = [aij ] ∈
RN×N , X = [xij ] ∈ RN×F and Y = [yij ] ∈ RN×C de-
note adjacency matrix, node feature matrix and label matrix,
respectively. N = |V | is the size of node set, F is the di-
mension of node feature and C is the number of class. If
(vi, vj) ∈ E, aij = 1, otherwise aij = 0. If a node vi ∈ V is
associated with label l, yil = 1, otherwise yil = 0.
Problem Definition. We focus on the downstream task
of cross-network node classification to evaluate our pro-
posed JDA-GCN. There are a labeled source domain Gs =
(As, Xs, Y s) and an unlabeled target domain Gt = (At, Xt),
where Xs and Xt are in the same feature space but have dif-
ferent joint distribution (i.e., P s (Xs, Y s) ̸= P t (Xt, Y t)),
and the classification task keeps unchanged across domains.
Our goal is to predict Y t by jointly learning on source
and target domains with minimizing the difference between
P s (Xs, Y s) and P t (Xt, Y t).

3 Methodology
We first give a brief overview of our proposed approach, and
then introduce the detailed descriptions of each component.

3.1 Overview
In order to leverage cross-domain graphs to learn a effective
classifier for node classification, we propose a joint adver-
sarial domain adaptive graph convolutional network (JDA-
GCN) to reduce the distribution gap. The whole structure of
the proposed approach is shown in Figure 3, which consists
of three components: node embedding modeling, pseudo la-
bel modeling, as well as joint domain adaptation modeling.
For node embedding modeling, we capture local and global
consistency relationship to construct new feature propagation
matrices to learn effective node embedding with parameter
sharing. For pseudo label modeling, we obtain robust pseudo-
labels for nodes of target domain by utilizing clustering cen-
ters of source domains and spherical k-means clustering. For
joint domain adaptation modeling, we construct intra-class
structural graph for two domains and fully consider structural
graph transfer except for marginal distribution alignment to
reduce the discrepancy of two domains.
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Figure 3: The architecture of JDA-GCN. We first combine global consistency matrix and local consistency matrix to construct a new feature
propagation matrix to obtain effective node embedding. Then, we tag pseudo label for nodes in target domain, and utilize nodes and the cor-
responding labels to construct intra-class structural graph for source and target domains, thereby uniquely considering transferable structures
except for domain-wise marginal alignment to prompt sufficient knowledge transfer.

3.2 Node Embedding Modeling
In order to encode the semantic information of each node, we
propose a feature propagation matrix to capture both local and
global information of the graph. Specifically, it mainly con-
sists of two parts: local consistency relationship and global
consistency relationship. For local consistency, we denote re-
lationships of directly connected nodes by graph adjacency
matrix A. For global consistency, inspired by studies on sim-
ilarity [Jeh and Widom, 2002], that is, nodes surrounded with
similar graph structures are likely to share the same label,
we construct the global similarity matrix (i.e., the nodes sur-
rounded with similar graph structures have high similarity).
Global Consistency Matrix. Random walk [Codling et al.,
2008] allows efficient exploration of graph structure, which
visits the neighbors of the ego node with equal probability.
Thus, the random walk probability can measure the probabil-
ity of random walks from node vi to node vj for all paths with
length l, which can be formulated as:

p
(
vj |vi, t(l)vi:vj

)
=

∏
vt∈tvi:vj

1

|N (vt) |
(1)

where vt is the t-th node in path t
(l)
vi:vj : {vi, ...vj}, t(l)vi:vj is

one possible path of length l, N (vt) is the number of neigh-
bor nodes of node vt. In this way, we can obtain the random
walk probability between all nodes in graph.

Then, inspired by SIMGA [Liu et al., 2023a], which sug-
gests the random walk probability of the node to all nodes
can be seen as the node embedding. Thus, for nodes vi and
vj and l ≥ 0, the length-l random walk probability from vi

to vj under all paths t(l) equals to the l-th layer embedding
value z

(l)
i,j of node vi:

z
(l)
i,j = p

(
vj |vi, t(l)vi:vj

)
(2)

After obtaining node embedding, we can compute the
global consistency matrix S by calculating the substructure
similarity around the nodes. Formally, the similarity value
S (vi, vj) of node vi, vj can be equivalent to the layer-wise
summation of inner-product of node embedding z

(l)
i and z

(l)
j

with a decay factor c:

S (vi, vj) =
∞∑
l=1

cl·
〈
z
(l)
i , z

(l)
j

〉
(3)

Finally, we integrate the local and global matrices as the
new propagation matrix H in GCN [Kipf and Welling, 2016]:

H = A+ S (4)

Thus, the l-th layer propagation rule can be defined as:

Z(l) = σ
(
D̃− 1

2 H̃D̃− 1
2Z(l−1)W (l)

)
(5)

where H̃ = H + IN , IN ∈ RN×N is the identity matrix,
D̃i,i = ΣjH̃i,j . Accordingly, D̃− 1

2 H̃D̃− 1
2 is the normalized

probability matrix, Z(l−1) is the output of the (l − 1) layer,
and Z(0) = X . W (l) is the trainable parameters, and σ (·)
denotes the activation function.

Proceedings of the Thirty-Third International Joint Conference on Artificial Intelligence (IJCAI-24)

2498



3.3 Pseudo Label Modeling
We introduce the pseudo labeling strategy for unlabeled tar-
get graph. Classical MLP [Pinkus, 1999] is mostly used to
generate pseudo labels, however, this method generally intro-
duces noise to the domain transfer. Motivated by the princi-
ple that target nodes should align closely with source nodes
of the same class in the embedding space, we propose a non-
parametric strategy for generating pseudo labels.

First, we set the cluster number mt of target domain equal
to the class number ms of source domain, and set class cen-
ter Os,k (k = 1, ...,ms) of source domain as initial clusters
center O(0)

t,k (k = 1, ...,mt) of target domain.
Then, we perform spherical k-means iteratively: 1) assign-

ing pseudo-labels via minimum-distance classifier. 2) com-
puting new cluster centers. Iteration will stop when all class
centers converge.

ŷti = argminkDist
(
O

(m)
t,k , zti

)
(6)

Dist
(
O

(m)
t,k , zti

)
=

1

2

1−
O

(m)
t,k

T
zti∣∣∣O(m)

t,k

∣∣∣ · |zti |
 (7)

O
(m+1)
t,k =

∑Nt

i=1 B (ŷtik = 1) · zti∑Nt

i=1 B (ŷtik = 1)
(8)

where m denotes the number of current iterations, O(m)
t,k is

clustering center of class k for m iterations in target domain,
and B (·) is a boolean function.

Further, to reduce the noise in target pseudo labels, we re-
move the ambiguous samples far from its assigned clustered
centers. Concretely, node vti (i = 1, ..., Nt) will be removed
from class k in the target domain when the cosine similarity
between its feature and its assigned cluster center is below a
manually set threshold d. Thus, we set pseudo-labels for all
nodes in the target domain in an optimal way.

3.4 Joint Domain Adaptation Modeling
Joint domain adaptation consists of two components: adver-
sarial domain adaptation and structural graph alignment.
Marginal Adversarial Domain Adaptation. Inspired by
UDA-GCN [Wu et al., 2020], we employ marginal adver-
sarial domain adaptation to capture domain-invariant of node
embedding between the source and target domains. Specifi-
cally, the marginal adversarial domain adaptation consists of
three components: a domain discriminator d, a source domain
classifier cs, as well as a target domain classifier ct.

The source classifier loss ζcs (Z
s, Y s) and the target clas-

sifier loss ζct (Z
t) are minimized by using cross-entropy loss:

ζcs (Z
s, Y s) = − 1

Ns

Ns∑
i=1

ysi log (ŷ
s
i ) (9)

ζct
(
Zt

)
= − 1

Nt

Nt∑
i=1

ŷti log
(
ŷti
)

(10)

where ysi denotes the label of node vi in the source domain,
ŷsi is the classification prediction for node vi in the source

domain, and ŷti is the classification prediction for node vi in
the target domain.

Assuming that the source domain label is 1 and the target
domain label is 0. The domain discriminator loss ζd (Zs, Zt)
is to increase discrimination error of discriminator d by gra-
dient reversal propagation, meanwhile, to reduce discrimina-
tion error discriminator d by minimizing the cross-entropy
loss for domain classifier:

ζd
(
Zs, Zt) =− 1

Ns +Nt

Ns+Nt∑
i=1

di log
(
d̂i
)

+ (1− di) log
(
1− d̂i

) (11)

where di ∈ {0, 1} and d̂i denotes the ground truth and do-
main prediction of node vi in the source domain and target
domain, respectively.

Finally, by integrating the above loss, the loss of marginal
adversarial domain adaptation can be defined as:

ζada = ζcs (Z
s, Y s) + γ1ζd

(
Zs, Zt

)
+ γ2ζct

(
Zt

)
(12)

where γ1 and γ2 are the balance parameters.
In addition, to further promote sufficient knowledge trans-

fer from source domain to target domain, we fully explore
intra-class structural graph alignment except for marginal ad-
versarial domain adaptation to promote more sufficient trans-
fer for the two domains.
Structural Graph Alignment. Inspired by establishing in-
stance relationship graphs of teacher’s and student’s net-
works, which enable the student’s network to mimic the one
of teacher’s by aligning these two graphs [Liu et al., 2019].
After pseudo-labeling, we model the instance relationship
graph (i.e., structural graph) among class centers with the
Gram Matrix and implement structural graph alignment of
class centers for source and target domains. However, the
phenomenon of compactness and decentralization for intra-
class nodes between source and target domains are still ex-
isting (Figure 2(b)). Thus, we further minimize the instance
distances of source and target domains by MMD (Figure 2(c))
to promote latent structural graph of intra-class nodes. In this
way, we can further narrow structural graph discrepancy in
the same category and promote efficient knowledge transfer.

First, gram matrix of class centers for source and target
domains Rs/t can be computed as below:

Rs/t = Os/t

(
Os/t

)⊤
(13)

where R
s/t
i,j is the inner products between Os/t,i· and Os/t,j·.

Then, the final structural graph of class centers Qs/t,l can
be obtained by forming L2 normalization for each row of
R

s/t
l· , defined as:

Qs/t,l =

 R
s/t,l
1·∥∥∥Rs/t,l
1·

∥∥∥
2

, ...,
R

s/t,l

ms/t·∥∥∥Rs/t,l

ms/t·

∥∥∥
2

 (14)

Once the structural graph of class centers for source and
target domains are established, we can propose our structural
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graph alignment of class centers shift loss, which requires the
bias between two graphs is minimized:

ζsga =
∑ 1

ms/t

∥∥Qs −Qt
∥∥2
2

(15)

To further consider intra-class structural graph transfer, we
construct intra-class structural graph alignment along the ba-
sis of class-centred structural graph alignment by narrowing
the difference of node distribution. We define the difference
between two distributions with their mean node embedding
in the reproducing kernel Hilbert space (RKHS) [Gretton et
al., 2012]. Given kernel mapping φ (·) in the corresponding
RKHS, MMD is empirical estimated by comparing the square
distance between the empirical kernel mean node embedding:

ζmmd =MMD
(
Zs, Zt

)
=

∥∥∥∥ 1

Ns

∑
φ (Zs)− 1

N t

∑
φ
(
Zt

)∥∥∥∥2
2

(16)

By minimizing ζsga and ζmmd, the JDA-GCN we proposed
will enable latent intra-class structural information hidden in
feature space aligned as possible between two domains, and
benefit the cross-domain node classification task.

ζstru = αζmmd + (1− α) ζsga (17)

Finally, by integrating Eq. (12) and Eq. (17), the overall
loss of our JDA-GCN is defined as:

ζ = βζada + (1− β) ζstru (18)

where β is the hyper-parameter for balancing the relative im-
portance of proposed structural graph alignment loss.

4 Experiment
We first give the experimental setup, and then compare the
performance of our method with baselines on cross-network
node classification. After that, we analyse the performance
of different components of JDA-GCN and give the parameter
analysis. Finally, we provide a visualization task with t-SNE.

4.1 Experimental Setup
Datasets. We adopt two-category graphs from Citation [Li et
al., 2015] and Blog [Li et al., 2015] to evaluate the perfor-
mance of our proposed JDA-GCN, as shown in Table 1.

• Citation datasets: Citationv1 (C), ACMv9 (A) and
DBLPv7 (D), where nodes represent papers and edges
indicate the citation relationship.

• Blog datasets: Blog1 (B1) and Blog2 (B2), where nodes
represent bloggers and edges indicates the friendship be-
tween two bloggers.

Baselines. We compare our proposed JDA-GCN with two
category of baselines:

• Classical graph convolutional networks: GCN [Kipf and
Welling, 2016], GAT [Veličković et al., 2017] and BM-
GCN [He et al., 2022]. It is worth noting that these
methods are trained on source domain and tested directly
on target domain.

Datasets #Nodes #Edges #Attributes #Labels

Citationv1 8,935 15,113 6,775 5
ACMv9 9,360 15,602 2,089 5
DBLPv7 5,484 8,130 6,775 5

Blog1 2,300 33,471 8,189 6
Blog2 2,896 53,836 8,189 6

Table 1: Statistics of datasets.

• Graph domain adaptation methods: UDA-GCN [Wu et
al., 2020], AdaGCN [Dai et al., 2022], CDNE [Shen et
al., 2020], and JHGDA [Shi et al., 2023]. Specifically,
UDA-GCN and AdaGCN only use marginal adversarial
domain adaptation to narrow the discrepancy between
source and target domains, while CDNE and JHGDA
only use maximum mean discrepancy to narrow the dis-
crepancy between two domains.

Implementation Details. All deep learning algorithms are
implemented in Pytorch [Paszke et al., 2017] and are trained
with Adam optimizer. We use all labeled source samples and
all unlabeled target samples. For all baselines, we follow the
default parameter settings in their original papers. For our
proposed JDA-GCN, we set the hidden layers in both source
and target networks from 128 to 16, the dropout for each GCN
layer to 0.3, and a fixed learning rate to 1e−4. In addition, we
set balance parameters γ1 = 1 and γ2 = 0.8 on Citation
and Blog, respectively, and set balance parameter β = 0.9 on
Citation and set β = 0.95 on Blog.

4.2 Cross-network Node Classification
Table 2 lists the accuracy of different methods on cross-
domain node classification task. Across all datasets, JDA-
GCN achieves the highest average performance, surpassing
the best baselines JHGDA by 1.65% on Citation, and UDA-
GCN by 3.13% on Blog, respectively. In particular, JDA-
GCN surpasses the best baselines UDA-GCN by 5.00% on
dataset of B1→B2. The detailed analysis is as follows:

Compared to classical graph convolutional networks, that
is, GCN, GAT and BM-GCN, JDA-GCN has an average im-
provement by 13.27%, 8.63% and 7.03% on Citation, and
6.84%, 6.24% and 5.66% on Blog, respectively. This mainly
because classical GCNs often suffer from an inability to
transfer abundant knowledge from source domain to target
domain, which further indicates the effectiveness and supe-
riority of our proposed strategy of domain alignment in ad-
dressing cross-network node classification task.

Compared to UDA-GCN and AdaGCN, JDA-GCN has an
average improvement by 4.99% and 6.36% on Citation, and
3.13% and 3.31% on Blog, respectively. This confirms that
considering structural graph alignment except for marginal
distribution alignment can narrow domain discrepancy. In
addition, JDA-GCN also performs better than CDNE and
JHGDA on average by 6.12% and 1.65% on Citation, and
5.37% and 3.74% on Blog, respectively. This further vali-
dates that modeling both local and global consistency rela-
tionships of each graph as a new feature propagation matrix
to obtain effective node embedding and joint graph domain
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Methods A→D D→A A→C C→A D→C C→D Avg. B1→B2 B2→B1 Avg.

GCN 0.6178 0.5397 0.6607 0.6322 0.6111 0.6574 0.6198 0.5041 0.4852 0.4946
GAT 0.6508 0.5718 0.7168 0.6616 0.6963 0.7000 0.6662 0.5082 0.4903 0.5006
BM-GCN 0.6791 0.6123 0.7400 0.6650 0.6458 0.7509 0.6822 0.5126 0.5001 0.5064

CDNE 0.6723 0.6721 0.7082 0.6963 0.7143 0.6847 0.6913 0.5414 0.5032 0.5223
JHGDA 0.7207 0.6910 0.7703 0.7312 0.7602 0.7424 0.7360 0.5374 0.5138 0.5256
AdaGCN 0.7020 0.6731 0.7164 0.6642 0.6861 0.6914 0.6889 0.5335 0.5264 0.5299
UDA-GCN 0.7158 0.6681 0.7352 0.6822 0.7024 0.7120 0.7026 0.5153 0.5221 0.5187

JDA-GCN 0.7338 0.7120 0.7851 0.7442 0.7838 0.7562 0.7525 0.5919 0.5340 0.5630

Table 2: Classification accuracy on eight cross-domain tasks.

Methods A→D D→A A→C C→A D→C C→D Avg. B1→B2 B2→B1 Avg.

JDA-GCN¬p 0.6441 0.5433 0.7201 0.6061 0.6631 0.6601 0.6395 0.5804 0.5014 0.5409
JDA-GCN¬c 0.6836 0.6547 0.7376 0.7233 0.7608 0.6661 0.7044 0.5863 0.5283 0.5573
JDA-GCN¬s 0.7128 0.7009 0.7250 0.7003 0.5504 0.7192 0.6848 0.5894 0.5297 0.5596
JDA-GCN 0.7338 0.7120 0.7851 0.7442 0.7838 0.7562 0.7525 0.5919 0.5340 0.5630

Table 3: Classification accuracy between JDA-GCN variants on eight cross-domain tasks.

adaptation can promote sufficient transfer between source do-
main and target domain.

4.3 Ablation Study
Since the proposed JDA-GCN contains multiple key compo-
nents, we compare it with the following variants:

• JDA-GCN¬p: A variant of JDA-GCN with the global
consistency matrix being removed, and only using local
consistency matrix to guide information propagation.

• JDA-GCN¬c: A variant of JDA-GCN with the class cen-
ter alignment loss being removed.

• JDA-GCN¬s: A variant of JDA-GCN with the structure
graph alignment loss being removed.

As shown in Table 3, JDA-GCN outperforms its three vari-
ants, which indicating the effectiveness of our proposed JDA-
GCN. Specifically, 1) Compared to JDA-GCN¬p, JDA-GCN
improves by an average of 11.30% on Citation, and 2.21% on
Blog, respectively, illustrating the superiority of fully explor-
ing the global consistency matrix to obtain a comprehensive
node embedding. 2) Compared to JDA-GCN¬c, JDA-GCN
improves by an average of 4.81% on Citation, and 0.57%
on Blog, respectively, which demonstrates that incorporating
structural graph alignment of class centers can mitigate the
corresponding negative migration caused by only consider-
ing marginal distribution alignment. 3) Compared to JDA-
GCN¬s, JDA-GCN improves by an average of 6.77% on Ci-
tation, and 0.34% on Blog, respectively. This implies that
constructing intra-class structural graph and uniquely aug-
menting the structural graph alignment can promote more
sufficient knowledge transfer between the source domain and
target domain.

4.4 Parameter Analysis
We estimate the sensitivity of two important hyper-
parameters, that is, the feature propagation matrix decay fac-
tor c and the structural graph alignment balance factor α.

(a) (b)

Figure 4: Analysis results of (a) the decay factor c, and (b) Analysis
results of the structural alignment factor α.

Analysis of Decay Factor c. We obtain the global similarity
matrix by comparing the sub-structure surrounded with each
node. Considering that each layer has a different effect for
ego node, and meanwhile to explore more layers, we denote
the effect of different layers for ego node as a decay factor c.

Figure 4(a) shows the results of decay factor c on cross-
network node classification, where the value of decay factor
c is relatively stable between 0.40 and 0.65, indicating that
the impact of decay factor c on the ego node is halved with
the increase of the number of layers. Thus, the similarity be-
tween two nodes should consider not only the distance, but
also the similarity of sub-structures. This also verifies the ra-
tionality and importance of the global similarity matrix, that
is, when the decay factor c is too small or too large, for each
node, the global information it received may be limited or
with noise, leading to neglect of sub-structure similarity or
excessive emphasis on sub-structure similarity.
Analysis of Balance Factor α. We analyze the crucial co-
efficients α in loss terms, where α balances structural graph
loss of class centers and intra-class structural graph loss.

Figure 4(b) shows that results of structural graph alignment
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Figure 5: Visualizing results of source and target node embedding via t-SNE. Each color indicates a class, while high and light shades of the
same color represent nodes belonging to the same class from source and target domains.

balance factor α on cross-network node classification, where
the balance factor α varies between 0.75 and 0.95 for the best
classification results. This underlines that modeling structural
graph alignment of class centers is essential but is not suffi-
cient, and incorporating intra-class structural graph alignment
is more beneficial to the cross-network node classification. At
the same time, we can find that the larger the balance factor
α, the better the model performance is, which further veri-
fies the importance of intra-class structural graph alignment
in our proposed JDA-GCN.

4.5 Visualization
To provide a more intuitive comparison, we take the D→C
task as an illustrative example, and visualize our proposed
JDA-GCN and three SOTA baselines (GCN, AdaGCN, and
UGA-GCN) by t-SNE [Van der Maaten and Hinton, 2008] in
a two-dimensional space.

As shown in Figure 5, we have the following two observa-
tions. First, compared to the other baselines, the boundary of
JDA-GCN is more clear. This shows that JDA-GCN can ef-
fectively distinguish different classes in the embedding space.
Second, nodes belonging to the same class from source do-
main and target domain are clustered together and clusters
are overlapped, which indicates that JDA-GCN can signifi-
cantly narrow domain discrepancy. It worth noting that the
first observation indicates well performance on node classi-
fication, and the latter presents well performance on graph
domain adaptation.

5 Related Work
Classical Graph Convolutional Networks. Researchers
have proposed many works to obtain effective node embed-
ding [Yu et al., 2021; Cui et al., 2022], including methods
that focus on improving the propagation matrix. For example,
HOG-GCN [Wang et al., 2022] automatically learns the prop-
agation process according to the homophily degree between
node pairs. BM-GCN [He et al., 2022] realizes “block-guided
classifed aggregation”, and automatically learns the corre-
sponding aggregation rules for neighbors of different classes
to aggregate information from homophilic and heterophilic
neighbors discriminately with their homophily degree. AS-
GAT [Li et al., 2021a] handles graphs without being restricted
by their underlying homophily via adaptive propagation on
graphs. Inspired by the above approaches that using an effec-

tive propagation matrix to benefit the node embedding, in this
paper, we compute the global similarity matrix based on the
sub-structure similarity around nodes, and combine it with
the adjacency matrix to obtain the new propagation matrix to
guide the information propagation.
Graph Domain Adaptation Methods. The powerful repre-
sentation of graph make domain adaptation technique achieve
desirable performance on cross-network tasks [Beigi and
Moattar, 2021; Wang et al., 2020b]. For instance, GDA-
SpecReg [You et al., 2023] improves the transfer ability of
graph convolutional network by constructing a model-based
GDA bound closely related to two GNN spectral properties.
PACS [Yang et al., 2020] solves the problem of the seman-
tic alignment from a source domain to multiple target do-
mains by constructing a multiple-domain feature transfer net-
work with semantic propagation. Furthermore, DASGA [Pi-
lancı and Vural, 2020] learns the spectrum of the label func-
tion in a source graph with many labeled nodes, and trans-
fers the information of the spectrum to the target graph with
fewer labeled nodes for domain adaptation. DAGCN [Li et
al., 2021b] models the three types of information in a uni-
fied deep network and achieving Unsupervised domain adap-
tation. However, the above models consider neither class dis-
tribution shift nor structural graph distribution shift, which is
of great importance for graph domain adaption. For this pur-
pose, we propose joint domain adaptive graph convolutional
network with intra-class structural graph transfer to prompt
more sufficient transfer.

6 Conclusion
In this paper, we propose a joint adversarial domain adaptive
graph convolutional network (JDA-GCN). We learn effective
node embedding on both source and target graphs by combin-
ing global and local consistency matrices to guide informa-
tion propagation, where the global consistency matrix fulling
capture sub-structure information in graphs. To prompt more
sufficient knowledge transfer between these two domains, we
further construct structural graphs and align them except for
considering domain-wise marginal alignment, so as to enable
the two domains as close as possible. Experimental results
on diverse real-world datasets show that JDA-GCN outper-
forms existing state-of-the-art methods for cross-domain net-
work node classification and indicates the superiority of our
proposed method.
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