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Abstract

Contract scheduling is a widely studied framework for designing real-time systems with interruptible capabilities. Previous work has showed that a prediction on the interruption time can help improve the performance of contract-based systems, however it has relied on a single prediction that is provided by a deterministic oracle. In this work, we introduce and study more general and realistic learning-augmented settings in which the prediction is in the form of a probability distribution, or it is given as a set of multiple possible interruption times. For both prediction settings, we design and analyze schedules which perform optimally if the prediction is accurate, while simultaneously guaranteeing the best worst-case performance if the prediction is adversarial. We also provide evidence that the resulting system is robust to prediction errors in the distributional setting. Last, we present an experimental evaluation that confirms the theoretical findings, and illustrates the performance improvements that can be attained in practice.

1 Introduction

A central requirement in the design of real-time and intelligent systems is the provision for anytime capabilities. Many applications, such as motion-planning and medical diagnosis, require systems that are able to output a reasonably efficient solution even if they are interrupted at arbitrary points in time. This motivates the design and evaluation of anytime systems given, as building component, more rudimentary systems that are not interruptible. Questions related to trade-offs between resources (e.g., computational time) and performance are at the heart of AI applications, and the topic of early influential works on flexible computation, resource-bounded algorithms and time-depending planning [Boddy and Dean, 1994; Horvitz, 1988; Zilberstein and Russell, 1996].

We are interested, in particular, in a paradigm introduced by [Russell and Zilberstein, 1991], in which the building component is a contract algorithm, namely an anytime algorithm that is given the exact amount of allowable computation time as part of its input. A contract algorithm will always output the correct result if it is allowed at least its prescribed computation time (hence its name), otherwise it may very well return a meaningless result if it is queried prior to its promised contract time. Thus, contract algorithms are not interruptible; however [Russell and Zilberstein, 1991] proposed a methodology for obtaining interruptible systems via scheduling consecutive executions of the contract algorithm with increasing computation times. As an example, consider a schedule in which the $i$-th execution of the contract algorithm is allowed time $2^i$, for all $i \in \mathbb{N}$. This yields a system in which, at any time $t$, the contract algorithm has completed at least one execution of time $t/4$. The factor 4 quantifies the performance of the schedule, and is the multiplicative loss due to the repeated executions of the contract component.

More generally, given a contract algorithm $A$, a contract schedule is defined as an increasing sequence $X = (x_i)_{i \geq 0}$, where $x_i$ is the length of the $i$-th execution of $A$. To evaluate the performance of a schedule $X$, we rely on a worst-case measure known as the acceleration ratio [Russell and Zilberstein, 1991]. Let $\ell(X, T)$ denote the largest contract length completed by time $T$ in $X$, then the acceleration ratio of $X$ is defined formally as

$$\text{acc}(X) = \sup_T \frac{T}{\ell(X, T)}.$$  \hspace{1cm} (1)

It is easy to show that the optimal acceleration ratio is equal to 4, and that it is obtained by the doubling schedule $x_i = 2^i$. However, contract scheduling becomes far more challenging in more complex settings that have been studied in the literature. This includes schedules that are run on multiple processors [Bernstein et al., 2002], on multiple instances [Zilberstein et al., 2003], or combinations of these settings [Bernstein et al., 2003; López-Ortiz et al., 2014]; soft interruptions where the query time is not a hard deadline [Angelopoulos et al., 2008]; performance measures beyond the acceleration ratio [Angelopoulos and López-Ortiz, 2009]; adaptive schedules [Angelopoulos and Panagiotou, 2023]; schedules with end-guarantees on completion time [Angelopoulos and Jin, 2019]; and learning-augmented schedules [Angelopoulos and Kamali, 2023]. Furthermore, contract scheduling is an abstraction of resource allocation under uncertainty, hence it has connections to other optimization problems under uncertainty, such as searching for a hidden target in a known environment under the competitive ratio, as shown in [Bernstein et al., 2003; Angelopoulos, 2015].
1.1 Contract Scheduling with Predictions

The standard formulation of contract scheduling assumes that the scheduler has no prior information on the interruption time, hence the acceleration ratio evaluates the system performance at worst-case interruptions. In practice, one expects that the scheduler should be able to benefit from a prediction on the interruption, that may be available via a ML oracle. This motivated the recent study [Angelopoulos and Kamali, 2023] of the problem, in a setting in which an imperfect oracle provides the system with a single, deterministic prediction (advice) τ concerning the interruption time T. [Angelopoulos and Kamali, 2023] showed that there exists a schedule with acceleration ratio equal to 4 even if the prediction is adversarial, and which also yields a much improved ratio equal to 2 if the prediction is correct (i.e., error-free). Moreover, they showed that this result is optimal. Using the terminology of learning-augmented online algorithms [Lykouris and Vassilvitskii, 2021; Purohit et al., 2018], we say that there exist schedules of consistency equal to 2, and robustness equal to 4, whereas no 4-robust schedule can be better than 2-consistent. We emphasize that the prediction is assumed to be single, i.e., it consists of a unique predicted interruption time, and deterministic, in that the oracle does not incorporate any stochastic aspects.

In practice, however, the above model may not adequately capture the information content of the anticipated prediction. For instance, in motion-planning algorithms, the system may operate under a certain probabilistic knowledge of the terrain, hence specific actions may have to be triggered according to a (stochastic) belief about the environment [Zilberstein and Russell, 1993]. For a different example, a medical diagnostic system may have to be queried at multiple anticipated times (e.g., depending on the availability of various facilities and specialists). Note that such settings are not captured by the model of [Angelopoulos and Kamali, 2023], in which the schedule is fine-tuned according to a single prediction, and may have consistency as high as 4 if the prediction includes as few as two possible interruption times.

1.2 Contribution

Motivated by the above applications, and the limitations of single/deterministic prediction oracles, we study contract scheduling under more general models that incorporate distributional and multiple advice. As in [Im et al., 2023], which studied the learning-augmented dynamic acknowledgment problem, we aim to simultaneously optimize the consistency and the robustness of the system. For both settings, we show that the results we obtain are tight.

We begin with the distributional setting, in which the advice oracle provides the scheduler with a distribution on the anticipated prediction. Here, the consistency is evaluated, in expectation, relative to the distributional advice (see Section 2 for the formal definition). We show how to construct a collection of n schedules for any given n ∈ N, such that each schedule in the collection is 4-robust, and the best schedule has consistency at most 4n(2^\frac{1}{4} – 1). In particular, we show that as n grows, the consistency of the system is arbitrarily close to 4 ln 2 ≈ 2.77, and that the best schedule can be computed in time polynomial in n. We show that this bound is optimal, in that there exists a distributional prediction for which the consistency of any 4-robust schedule is at least 4 ln 2. Furthermore, we demonstrate an interesting disconnect between deterministic and distributional predictions. Namely, we prove that, given the distributional prediction that maximizes the consistency, the performance of the optimal schedule deteriorates smoothly as function of the prediction error, measured by the Earth Mover’s Distance, or EMD [Rubner et al., 1998]. In contrast, no consistency-optimal 4-robust schedule can exhibit smoothness against deterministic predictions. This disconnect shows that distributional predictions can help mitigate pathological situations, which can be of interest in other learning-augmented optimization problems.

In the second part of this work, we study the model in which the advice oracle provides the scheduler a set P of k potential interruption times (e.g., provided by k experts). Here, the consistency is measured as the worst-case performance ratio among interruptions in P, and we refer to Section 2 for the formal definition. We show how to derive a 4-robust schedule of optimal consistency 2^{\frac{1}{4}} in time O(k log k). We conclude with an experimental evaluation of our schedules, in both the distributional and multiple advice settings, that demonstrates the performance improvements that can be attained in practice. Due to space limitations, we omit or sketch certain proofs.

1.3 Other Related Work

Motivated by the capacity of ML predictions to improve algorithmic performance, the field of learning-augmented algorithms has been growing rapidly in the recent years. We refer to the survey [Mitzenmacher and Vassilvitskii, 2020] and the online repository [Lindermayr and Megow, 2023] that lists several works over the last five years. The vast majority of works have focused on single, deterministic predictions. Multi-prediction oracles were first studied in the context of ski rental [Gollapudi and Panigrahi, 2019], followed by works on multi-shop ski rental [Wang et al., 2020], facility location [Almanza et al., 2021], matching and scheduling [Dinitz et al., 2022], online covering [Anand et al., 2022] and k-server [Antoniadis et al., 2023]. Distributional predictions were first studied in [Diakonikolas et al., 2021] in problems such as ski rental and prophet inequalities.

Contract scheduling is related to the online bidding problem [Chrobak and Kenyon-Mathieu, 2006], and a reduction between the two problems for the single prediction setting was shown in [Angelopoulos and Kamali, 2023]. Consistency/robustness tradeoffs for online bidding with a single prediction were shown in [Anand et al., 2021; Angelopoulos et al., 2020].

2 Preliminaries

A contract schedule is defined as a sequence of the form X = (x_i)_{i \in \mathbb{N}}, where x_i is the length of the i-th contract, and recall that the acceleration ratio of X is given by (1). In a learning-augmented setting, the acceleration ratio of X is equivalently
called the robustness of $X$, and we say that $X$ is $r$-robust if it has robustness at most $r$. From [Russell and Zilberstein, 1991] we thus know that $r ≥ 4$, and that for $X = (2^i)_{i \in \mathbb{N}}$, we have that $r(X) = 4$.

The consistency of $X$ is defined according to the specifics of the prediction oracle, hence we make a distinction between the two learning-augmented settings we study. In the distributional setting, the advice consists of a distribution $\mu$ on the anticipated interruption time, and the consistency of a schedule $X$ with advice $\mu$ is defined as

$$c(X, \mu) = \frac{\mathbb{E}_{z \sim \mu}[\ell(X, z)]}{\mathbb{E}_{z \sim \mu}[\ell(X, z)],}$$

and recall that the random variable $\ell(X, z)$ denotes the largest contract completed in $X$ by time $z$. We will call $\ell(X, z)$ the profit of $X$, where $z$ is drawn from distribution $\mu$.

In the multiple-advice setting, the prediction consists of a set $P = \{t_1, \ldots, t_k\}$ of $k$ possible interruption times (e.g., provided by $k$ experts). Here, we measure the consistency $c(X, P)$ of a schedule $X$ with prediction set $P$ as its worst-case performance relative to the prediction in $P$, i.e., we define

$$c(X, P) = \sup_{\tau \in P} \frac{\tau}{\mathbb{E}_{z \sim \mu}[\ell(X, z)]},$$

Note that without any assumptions, no schedule can have bounded robustness, if the interruption time is allowed to be arbitrarily small. There are two types of assumptions that can be applied to circumvent this technical issue. The first is to assume that the schedule is bi-infinite, in that it starts with an infinite number of infinitesimally small contracts. For instance, the doubling schedule can be described as $(2^i)_{i \in \mathbb{Z}}$, and the completion time of contract $i \geq 0$ is defined as $\sum_{j=-\infty}^{i} 2^j = 2^{i+1}$. We choose the second assumption since it simplifies the calculations, but we note that the two assumptions can be used interchangeably; see, e.g., the discussion in [Demaine et al., 2006].

For a given $\lambda \in [0, 1]$, define the schedule $X(\lambda) \triangleq (2^{jt(\lambda)})_{j \in \mathbb{Z}}$. The following proposition shows that it suffices to focus on the set of schedules $\bigcup_{\lambda \in [0, 1]} \{X(\lambda)\}$.

**Proposition 1.** For any $\lambda \in [0, 1)$, $X(\lambda)$ is $4$-robust. Conversely, every $4$-robust schedule must belong in the class $\bigcup_{\lambda \in [0, 1)} \{X(\lambda)\}$.

### 3 Distributional Advice

We begin with the setting in which the advice is in the form of a given distribution $\mu$. We first define an appropriate collection $S_n$ of $n$ schedules which will be instrumental towards finding an optimal schedule.

**Definition 2.** For any $n$, let $S_n$ denote the following collection of $n$ schedules $X_0, \ldots, X_{n-1}$, defined as $X_j = X(j/n) = (2^{j/n})_{j \in \mathbb{Z}}$.

**Theorem 3.** For any $n \in \mathbb{N}^+$, there exists a $4$-robust schedule in $S_n$ that has consistency at most $4n \cdot (2^{1/n} - 1)$.

![Figure 1: Illustration of the computation of $\ell(X_j, z)$ for $n = 3$ and $j = 1$. Note that the time scale is logarithmic. Fix an interruption point $z \in [2^2, 2^3)$. Then $z$ is contained in $I_k^3$ for some value of $k \in \{0, \ldots, n-1\}$. If $k \geq n - j = 2$, then the largest completed contract is $c_2$ (of length $2^{2-1/3}$), and otherwise, the largest completed contract is $c_1$ (of length $2^{1-1/3}$).](image_url)

**Proof.** First, observe that any schedule $X_j$ satisfies the conditions of Proposition 1, and hence is $4$-robust. Thus, it remains to show that for any distribution $\mu$ over $(0, +\infty)$, there exists a schedule in $S_n$ with the desirable consistency.

We define the intervals $I_k^j$ for $i \in \mathbb{Z}$ and $k \in \{0, \ldots, n-1\}$ as $I_k^j = [2^i k/n, 2^i + (k+1)/n)$. Note that the intervals $I_k^j$ are disjoint and their union is equal to the support of $\mu$, i.e., $\bigcup_{i \in \mathbb{Z}} \bigcup_{k \leq n-1} I_k^j = (0, +\infty)$.

If the interruption time $z$ is drawn from distribution $\mu$, then its expected value is

$$\mathbb{E}_{z \sim \mu}[\ell(X_j, z)] = \sum_{i \in \mathbb{Z}} \sum_{k=0}^{n-1} 2^{i+1}/n \cdot \mu(I_k^j) \leq \sum_{i \in \mathbb{Z}} 2^i \cdot \sum_{k=0}^{n-1} \mu(I_k^j) \cdot 2^{k/n} \cdot 2^{1/n}.$$ 

We now estimate the expected value of $\ell(X_j, z)$ for each schedule $X_j$ with $j \in \{0, \ldots, n-1\}$. To this end, we consider a fixed value of interruption time $z$ and let $I_k^j$ be the interval containing $z$. We note that if $k \geq n - j$, then $2^{i+1-j/n} \leq z < 2^{i+2-j/n}$, and thus $\ell(X_j, z) = 2^{i-j/n}$. Otherwise, i.e., if $k < n - j$, we have $\ell(X_j, z) = 2^{i-1-j/n}$. See Figure 1 for a pictorial description of this computation.

Hence,

$$\mathbb{E}_{z \sim \mu}[\ell(X_j, z)] = \sum_{i \in \mathbb{Z}} \sum_{k=0}^{n-j-1} 2^{i-1-j/n} \cdot \mu(I_k^j) + \sum_{i \in \mathbb{Z}} \sum_{k=n-j}^{n-1} 2^{i-j/n} \cdot \mu(I_k^j).$$

Next, we compute the sum of the largest contracts over all schedules $X_j$, as follows:

$$\sum_{j=0}^{n-1} \mathbb{E}_{z \sim \mu}[\ell(X_j, z)] = \sum_{j=0}^{n-1} \sum_{i \in \mathbb{Z}} \left( \sum_{k=0}^{n-j-1} 2^{i-1-j/n} \cdot \mu(I_k^j) + \sum_{k=n-j}^{n-1} 2^{i-j/n} \cdot \mu(I_k^j) \right)$$

$$= \sum_{i \in \mathbb{Z}} 2^i \sum_{k=0}^{n-1} \mu(I_k^j) \cdot \left( \frac{1}{2} \sum_{j=0}^{n-k-1} 2^{-j/n} + \sum_{j=n-k}^{n-1} 2^{-j/n} \right)$$

$$= \sum_{i \in \mathbb{Z}} 2^i \sum_{k=0}^{n-1} \mu(I_k^j) \cdot \left( \frac{1}{2} \sum_{j=0}^{n-k-1} 2^{-j/n} + \sum_{j=n-k}^{n-1} 2^{-j/n} \right).$$
there exists a schedule $X$ such that 4-robust schedules cannot contain a schedule of consistency. For any arbitrarily small robust schedule that has consistency at most $k = 2$, we will define a distribution $\lambda \sim \mu \sim Z \cdot \frac{1}{2}$.

$E_{z \sim \mu}[\ell(X_j, z)] \geq \frac{1}{n} \cdot \sum_{j=0}^{n-1} E_{z \sim \mu}[\ell(X_j, z)] \geq \frac{E_{z \sim \mu}[\ell]}{4n(2^{1/n} - 1)}$.

We observe that $4n(2^{1/n} - 1)$ is decreasing and tends to $4\ln 2$ as $n \to \infty$. Indeed, $4n(2^{1/n} - 1) = 4n(\ln 2 \cdot (1/n) + O(1/n^2)) = 4\ln 2 + O(1/n)$. This means that for any $\epsilon > 0$, there exists an integer $n = O(1/\epsilon)$ such that $4n(2^{1/n} - 1) \leq 4\ln 2 + \epsilon$. Assuming that we can evaluate the probability associated with an interval in constant time, for any schedule $X_j \in S_n$, we can compute the quantity $E_{z \sim \mu}[\ell(X_j, z)]$ and select the schedule maximizing this value (i.e., of largest expected completed contract length). We thus obtain the following corollary.

**Corollary 4.** For an arbitrarily small $\epsilon > 0$, there is an algorithm with runtime polynomial in $O(1/\epsilon)$ for devising a 4-robust schedule that has consistency at most $4 \cdot \ln 2 + \epsilon$.

We now show that the upper bound of Theorem 3 is tight.

**Theorem 5.** For any $n \in \mathbb{N}$, there exists a distributional prediction for which every collection $C_n$ that consists of $n$ 4-robust schedules cannot contain a schedule of consistency smaller than $4n \cdot (2^{1/n} - 1)$.

**Proof.** Using Proposition 1, let us denote, without loss of generality, the 4-robust schedules in $C_n$ by $X(\lambda_k) = (2^{x})^{\infty}$, for $k \in [0, n-1]$ and $0 \leq \lambda_k < \lambda_{k+1} < 1$.

We will define a distribution $\mu$ that has an $n$-point support, and where the $k$-th point occurs at time $2^{2^-\lambda_k - 2^{-\lambda_k}}$ with probability $p_k$, for $\epsilon > 0$ arbitrarily small. For $k < n$, we define $p_k = 2^{2^\lambda_k - 2^{-\lambda_k}} - 2^{2^-\lambda_k - 2^{-\lambda_k}}$, and define $p_{n-1} = 2^{-2\lambda_n - 2^{-\lambda_n}}$. Let $P_k = \sum_{j=0}^{P_j}$, so $P_k = 2^{2\lambda_{k+1} - 2^{-\lambda_{k+1}} - 1}$.

We have that $E_{z \sim \mu}[\ell(X(\lambda_k), z)] = 2^{-\lambda_k}$ as the support of $\mu$ is in the interval $[2^{-2\lambda_k}, 2^{1-\lambda_k}]$. Therefore, if an interruption occurs at any point in the support of $\mu$, the last completed contract of $X(\lambda_k)$ is of length $2^{-\lambda_k}$.

Similarly, for any $k > 0$, we have:

$E_{z \sim \mu}[\ell(X_{\lambda_k}, z)] = P_{k-1}2^{-2\lambda_k} + (1 - P_{k-1})2^{-\lambda_k}$

$= 2^{1-\lambda_k} - 2^{-\lambda_k} + 2^{-\lambda_k} - 2^{-\lambda_k} = 0$. (4)

The expected value of $\mu$ is (defining $\lambda_n = \lambda_0 + 1$):

$E_{z \sim \mu}[\ell] = \sum_{j \leq n} (2^{\lambda_{j-1} - \lambda_0} - 2^{\lambda_j - \lambda_0}) \cdot 2^{2-\lambda_j}$

$= 2^{-\lambda_0} \cdot \sum_{j \leq n} (2^{2^\lambda_{j+1} - \lambda_j} - 2^2)$

$= 2^{-\lambda_0} \cdot (-n + \sum_{j \leq n} 2^{\lambda_{j+1} - \lambda_j})$. (5)

From (4) and (5), the consistency of any $X(\lambda_k)$ is:

$c(X(\lambda_k), \mu) = 4 \cdot (-n + \sum_{j \leq n} 2^{\lambda_{j+1} - \lambda_j})$.

$c(X(\lambda_k), \mu)$ is minimized when the $\lambda_j$ are chosen so as to minimize the sum term, while respecting the constraint that the sum of all the exponents equals $\lambda_n - \lambda_0 = 1$ and each exponent belongs to $[0, 1)$. By the convexity of the function $x \mapsto x^2$, this occurs when all terms are equal to $2^{1/n}$, hence

$c(X(\lambda_k), \mu) \geq 4 \cdot (-n + n \cdot 2^{1/n}) = 4n \cdot (2^{1/n} - 1)$.  

By allowing $n \to \infty$, Theorem 5 shows that no 4-robust schedule can have consistency better than $4\ln 2$. Note that the theorem relies on a probability distribution with $n$ mass points. However, we can obtain the same lower bound by relying to a prediction given as a continuous distribution.

**Theorem 6.** For any $D > 0$, there is a continuous distribution $\mu_D$ over the interval $[D, 2D]$ such that, for every 4-robust schedule $X$, $c(X, \mu_D) \geq 4\ln 2$.

**Proof.** From Proposition 7, let $X(\lambda)$ denote the 4-robust schedule, for some $\lambda \in [0, 1)$. Consider any value $D > 1$. We will define a distribution function $\mu_D$ over $[D, 2D]$ such that $c(X(\lambda), \mu_D) \geq 4\ln 2$.

Specifically, let the density function of $\mu_D$ equal $f_D(x) = (2D/x^2)$ on $[D, 2D]$ and 0 elsewhere. Note that $\int f_D = 1$, so $\mu_D$ is indeed a distribution. We have

$E_{z \sim \mu_D}[\ell] = \int_D^{2D} 2D \cdot \frac{2D}{x^2} dx = 2D \ln 2$.

Let $k$ be such that $2^{k-\lambda} \in [D, 2D)$. The last completed contract of $X(\lambda)$ is of length $2^{k-\lambda} - 1$ if an interruption occurs between $D$ and $2^{k-\lambda}$, and of length $2^{k-\lambda} - 1$ if an interruption occurs between $2^{k-\lambda}$ and $2D$. So

$E_{z \sim \mu_D}[\ell(X(\lambda), z)] = 2^{k-\lambda} \int_D^{2D} \frac{2D}{x^2} dx + 2^{k-1-\lambda} \int_{2^{k-\lambda}}^{2D} \frac{2D}{x^2} dx$

$= 2^{k-\lambda} \cdot (2 - D \cdot 2^{k-\lambda} + 2(2D \cdot 2^{\lambda-k} - 1))$

$= 2^{k-\lambda} \cdot (D \cdot 2^{1+k-\lambda}) = D/2$.

Therefore, we have $c(X(\lambda), \mu_D) = 4\ln 2$.  

3.1 Smoothness with Prediction Errors

We will now discuss an interesting disconnect between deterministic and distributional predictions that arises in contract scheduling. Consider first the setting of a single, deterministic prediction, for which we know that there exist 4-robust, 2-consistent schedules [Angelopoulos and Kamali, 2023]. Given such prediction, say \( \tau \), let \( \eta = |T - \tau| \) denote the prediction error associated with \( \tau \), where \( T \) denotes the actual interruption.

**Proposition 7.** For any arbitrarily small \( \epsilon > 0 \), and any schedule \( X \) with prediction \( \tau \) that is 4-robust and 2-consistent, there exists \( T \) such that \( \eta = |T - \tau| = \epsilon \) and \( \ell(X, T) \leq \frac{3}{4} T + \frac{5}{4} \).

Proposition 7 shows that, in the single prediction setting, any schedule that simultaneously optimizes the consistency and the robustness is extremely fragile with respect to prediction errors. Informally, in the presence of a tiny prediction error, the proposition shows that the consistency of the arbitrarily close to 4, hence the single prediction leads to no improvement in any practical situation.

In contrast, we will show that this is not the case for the worst-case distributional prediction of Theorem 6. Specifically, in Theorem 8, we will show that the performance of the schedule degrades smoothly as a function of the prediction error. For some intuition behind the proof, we will use the fact that worst-case distributional predictions require that a large time interval contributes to the schedule’s expected profit, and that the distribution is rather “balanced” over that interval. Therefore, if an adversary were to change substantially the performance of the schedule, by altering the predicted distribution, it would have to shift a large amount of probability mass over a long time span. This motivates the choice of the well-known Earth Mover’s Distance (EMD) as a metric of the prediction error. We will show that a small EMD error has a likewise small effect on the performance.

Given two probability distributions \( \mu \) and \( \mu' \) over \( \mathbb{R}^+ \), the Earth Mover’s Distance (EMD) [Rubner et al., 1998] intuitively represents the minimum cost incurred in order to obtain \( \mu' \) from \( \mu \), where moving an infinitesimal probability mass costs its amount multiplied by the distance moved. Formally, let \( \Psi(\mu, \mu') \subset (\mathbb{R}^+ \times \mathbb{R}^+) \to \mathbb{R}^+ \) be the set of functions \( \psi \) such that for all \( x \in \mathbb{R}^+ \), \( \int_{\mathbb{R}^+} \psi(x, y) dy = \mu(x) \) and \( \forall y \in \mathbb{R}^+, \int_{\mathbb{R}^+} \psi(x, y) dx = \mu'(y) \). Here, \( \psi(x, y) \) describes the amount of mass that is moved from point \( x \) in \( \mu \) to point \( y \) in \( \mu' \). The distance \( \text{EMD}(\mu, \mu') \) is then defined as

\[
\text{EMD}(\mu, \mu') = \inf_{\psi \in \Psi(\mu, \mu')} \int_{\mathbb{R}^+} \int_{\mathbb{R}^+} |x - y| \psi(x, y) dx dy.
\]

**Theorem 8.** Given \( D \in \mathbb{R}^+ \), let \( \mu_D \) be the probability distribution of Theorem 6. Then, for any probability distribution \( \mu' \) such that \( \text{EMD}(\mu_D, \mu') \leq \eta \), for sufficiently small \( \eta \), any 4-robust schedule \( X \) with prediction \( \mu_D \) satisfies

\[
\mathbb{E}_{z \sim \mu'}[\ell(X, z)] \geq \frac{\mathbb{E}_{z \sim \mu_D}[z]}{4 \ln 2 + O(\sqrt{\eta/D})}.
\]

**Proof.** We give the main elements of the proof, but omit some technical details due to space limitations. Recall that the distribution \( \mu = \mu_D \) is defined over \([D, 2D]\) by the density function \( x \mapsto 2D/x^2 \). This density function takes values in the interval \([1/(2D), 2/D]\). From Proposition 1, we know that any 4-robust schedule \( X \) is of the form \( X(\lambda) = 2i-\lambda \) for some \( \lambda \in [0, 1] \). For given \( \eta > 0 \), let \( \mu' \) be any probability distribution such that \( \text{EMD}(\mu, \mu') \leq \eta \).

By the definition of EMD, let \( \psi \in \Psi(\mu, \mu') \) be a function such that

\[
\text{EMD}(\mu, \mu') = \int_{\mathbb{R}^+} \int_{\mathbb{R}^+} |x - y| \psi(x, y) dx dy.
\]

We decompose \( \psi \) in two functions \( \psi^+ \) and \( \psi^- \) satisfying the following conditions. For \( x < y \), \( \psi^+(x, y) = \psi(x, y) \) and \( \psi^-(x, y) = 0 \). For \( x > y \), \( \psi^-(x, y) = \psi(x, y) \) and \( \psi^+(x, y) = 0 \). Last, we require that \( \psi^+(x, x) = \int_{\mathbb{R}^+} \psi(x, z) dz, \) and \( \psi^-(x, x) = \int_{\mathbb{R}^+} \psi(x, z) dz \). Intuitively, \( \psi^+ \) denotes the probability mass moved towards higher values, and, likewise, \( \psi^- \) denotes the probability mass moved towards lower values. Let \( \mu^+ \) be the probability obtained after applying \( \psi^+ \); namely, we define \( \mu^+(y) = \int_{\mathbb{R}^+} \psi^+(x, y) dx \). Note that

\[
\eta \geq \text{EMD}(\mu, \mu') = \text{EMD}(\mu, \mu^+) + \text{EMD}(\mu^+, \mu').
\]

In the first part of the proof, we focus on the effect of \( \psi^+ \) and bound the expected profit of \( X(\lambda) \) under the distribution \( \mu^+ \), as well as the expectation of the distribution \( \mu^+ \). The intuition here is that the expected profit of \( X(\lambda) \) cannot decrease, and that the growth of the expected value of the distribution is bounded by the EMD. We can show that

\[
\mathbb{E}_{z \sim \mu^+}[\ell(X(\lambda), z)] \geq \mathbb{E}_{z \sim \mu}[\ell(X(\lambda), z)], \quad (6)
\]

\[
\mathbb{E}_{z \sim \mu^+}[z] \leq \mathbb{E}_{z \sim \mu}[z] + \eta. \quad (7)
\]

In the next part of the proof, we focus on the effect of \( \psi^- \). Here, the expected value of the distribution cannot increase, and the expected profit of \( X(\lambda) \) decreases by an amount which can be bounded using \( \eta \) and \( D \). This last bound is the most technical step of the proof and uses the fact that \( \min_{x \in [D, 2D]} \mu(x) \leq 4 \cdot \max_{x \in [D, 2D]} \mu(x) \). We can show that

\[
\mathbb{E}_{z \sim \mu^-}[z] \leq \mathbb{E}_{z \sim \mu^+}[z], \quad (8)
\]

\[
\mathbb{E}_{z \sim \mu^-}[\ell(X(\lambda), z)] \leq \mathbb{E}_{z \sim \mu^+}[\ell(X(\lambda), z)] - 8\sqrt{2\eta D}. \quad (9)
\]

To conclude the proof, note that \( \mathbb{E}_{z \sim \mu}[z] = 2D \ln 2 \). We arrive at the desired result, for \( \eta < D/512 \) (to ensure there is no division by zero).

\(\square\)

4 Multiple Advice

In this section, we study the setting in which the prediction oracle provides a set \( P \) that consists of \( k \) (potential interruption) times, denoted by \( \tau_0, \ldots, \tau_{k-1} \). Recall that the consistency of a schedule is given by (3). For every \( j \in [0, k-1] \), we denote by \( \delta_j \in [0, 1] \), and by \( i_j \in \mathbb{N} \) the unique values such that \( \tau_i = 2^{i_j-1} \). We assume, without loss of generality that \( 0 \leq \delta_0 \leq \delta_1 \leq \cdots \leq \delta_{k-1} < 1 \).
We first show that we can find, in time polynomial in $k$, a schedule that simultaneously minimizes the consistency and the robustness.

**Theorem 9.** Given a prediction set $P$ of size $k$, we can find a 4-robust schedule of optimal consistency in time $O(k^2)$.

**Proof.** We first argue that there exists a 4-robust schedule of optimal consistency $X^* = (x_i^*)_{i \in \mathbb{Z}}$, such that $X^*$ contains at least one contract whose execution is completed at time $\tau_j$, for some $\tau_j \in P$. By way of contradiction, suppose this is not the case. From Proposition 1, the last contract completed by $X^*$ by time $t$ finishes at time $2\ell(X^*, t)$. Define $a = \min_{j \in [0, k-1]} \tau_j$, and consider the schedule $X' = (2^{\log_2 a} \cdot x_i^*)_{i \in \mathbb{Z}}$. From Proposition 1, $X'$ is also 4-robust. Moreover, we have that $\ell(X', \tau_j) \geq \ell(X^*, \tau_j)$, therefore $X'$ is also optimal, a contradiction.

The above observation leads to the following algorithm for finding an optimal schedule. For every $j \in [0, k-1]$, define the schedule $X_j = (2^{j+\delta})_{i \in \mathbb{Z}}$, and note that, by definition, $X_j$ has a contract that terminates at time $\tau_j$. Thus, among schedules in the collection $\{X_j\}_{j=0}^{k-1}$, the schedule $X_{l^*}$ with best consistency is such that

$$l^* = \arg \min_{j \in [0, k-1]} \alpha_j,$$

where $\alpha_j = \max_{i \in [0, k-1]} \frac{\tau_i}{\ell(X_j, \tau_i)}$.

From Proposition 1, it follows that the above algorithm yields a 4-robust schedule of optimal consistency. $\square$

The complexity of this algorithm is $O(k^2)$, since each $\alpha_j$ can be computed in time $O(k)$. However, we can reduce the complexity to $O(k \log k)$, using an argument that will also be useful in the proof of Corollary 11, and which is illustrated in Figure 2. Consider the circle of unit perimeter, with an arbitrary point $O$ fixed, and let $p_0, \ldots, p_{k-1}$ be points in the circle, such that the clockwise (arc-length) distance between $O$ and $p_j$ is $d_c(O, p_j) = \delta_j$. Given $i \in [0, k-1]$, define $D_i$ as the clockwise distance between the consecutive points $P_{(i-1) \mod k}$ and $p_i$ in the circle. We show the following:

**Lemma 10.** For $j \in [0, k-1]$, let $X_j$ denote the schedule $(2^{j+\delta})_{i \in \mathbb{Z}}$. Then $X_j$ has consistency at most $2^{2-D_i}$.

Lemma 10 implies that we can improve the complexity of the algorithm of Theorem 9, by finding the index $j$ for which $D_j$ is minimized. This can be accomplished in time $O(k \log k)$ by sorting.

An interesting question is finding the exact value of the worst-case consistency of optimal schedules. The following corollary answers this question.

**Corollary 11.** The schedule of Theorem 9 has consistency at most $2^{2-\frac{1}{k}}$, where $k$ is the size of $P$. Furthermore, this bound is tight, in that there exists a prediction $P$ such that every 4-robust schedule has consistency at least $2^{2-\frac{1}{k}}$.

Note that Corollary 11 subsumes the known results for the extreme cases $k = 1$ (for which the consistency is equal to 2 [Angelopoulos and Kamali, 2023]), and $k \to \infty$ (for which the consistency reduces to the worst-case acceleration ratio [Russell and Zilberstein, 1991]).

5 Experimental Evaluation

5.1 Distributional Advice

We evaluate our algorithm of Theorem 3, to which we refer as $\text{SEL}_n$, and recall that this algorithm selects the best schedule in class $S_n$, for some given $n \in \mathbb{N}$. We first consider, as distributional advice $\mu$, a normal distribution that is truncated at zero, with mean $m$, and standard deviation $\sigma$.

Figure 3 depicts the experimental performance of $\text{SEL}_n$, as function of $m$, for $n \in [1, 4]$, $\sigma = 0.05m$ and $m \in [1, 1024]$. Note that for all sufficiently large $m$, e.g., $m \geq 100$, the expected interruption time is extremely close to $m$. We observe that the consistency of $\text{SEL}_n$ improves as $n$ increases, by design of the algorithm. In particular, for $n = 4$, the empirical consistency is 2.51. This value is, as expected, below the anticipated worst-case bound of Theorem 3 (namely, $16(20.25-1) \approx 3.03$) and above the lower bound of 2, which applies to single, deterministic predictions.

The shape of the consistency is a saw-like function of the mean, which is explained by the fact that the consistency (as the acceleration ratio) has transitions at “critical” times, i.e., right after the completion of a contract. As $n$ increases, we note that the transitions become more smooth. This is because the number of candidate schedules in $S_n$ becomes larger, hence the probability that the interruption is critical for some schedule in $S_n$ decreases. This also explains why the number of peaks increases as function of $n$.

We also report results for a uniform distributional advice. Specifically, Figure 4 depicts the consistency of $\text{SEL}_n$, with advice chosen according to $U[0.95t, 1.05t]$, as function of $t$. For $n = 4$, we observe a similar empirical consistency value as in the case of the normal distribution, namely 2.44. The shape of the plot has sharper transitions, relatively to the normal distribution, which can be explained by the fact that the latter spreads the random interruption over a larger interval than the uniform one, in this experimental setup. This also explains why the difference between the peaks and valleys is more pronounced in Figure 4 than in Figure 3.

5.2 Multiple Advice

We evaluate our algorithm from Section 4, to which we refer as $\text{MULT}_k$, where $k$ is the cardinality of the prediction set $P$. Specifically, for every $k \in [1, 10]$, we generate $P$ as $k$
values chosen independently and uniformly at random in the interval $[1, 1024]$. For each such prediction set, we compute the worst-case consistency, as evaluated by (3). We compute, in addition, the average-case consistency, namely the average of the ratios $\tau / t (\text{MULT}_k, \tau)$, where $\tau$ is chosen uniformly at random from $P$. The latter is a much more relaxed performance measure that treats each of the $k$ predictions in $P$ as equally likely. We repeat this experiment 1000 times, and we report the average of the corresponding ratios.

We observe that for all values of $k$, both the worst-case and the average consistency are below the upper bound of $2^{(k - 1)/k}$, which confirms the result of Corollary 11. The ratios, as expected, are increasing functions of $k$, since the larger the size of $P$, the more noisy the quality of the prediction.

6 Conclusion

We studied a classic optimization problem related to bounded-resource reasoning, namely contract scheduling, in novel learning-augmented settings that capture distributional and multiple predictions. In both settings, we gave analytically optimal schedules that simultaneously optimize the consistency and the robustness. As discussed in Section 1, contract scheduling has been studied in a variety of settings, including multiple instances that must be solved concurrently, in a single or multiple processors. Future work will address these more complex variants under similar learning-enhanced models, as well as the full Pareto frontier for all values $r > 4$, which is a challenging problem. It will be also interesting to perform a multi-objective analysis, in the multiple-advice model, that addresses the average expected consistency or trade-offs between the worst-case and the average-case metrics. The techniques of Section 4 can be applicable, by showing first tradeoffs between average and worst-case distances between points on the unit circle.

Another direction for future work is searching for a hidden target, with distributional or multiple predictions about its position. This setting has applications in robotic search and exploration, and has been studied with single, or no prediction e.g., [Eberle et al., 2022; Sung and Tokekar, 2019]. In particular, the techniques we developed in this work will be very useful in the context of the line and star search environments [Jaillet and Stafford, 1993], given the connections between contract scheduling and competitive search [Bernstein et al., 2003; Angelopoulos, 2015]. Last, our work is the first to bring attention to the fact that single predictions may be fragile for certain problems, a finding that can have implications in other domains and applications such as learning-augmented online conversion problems [Sun et al., 2021].
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