Interpretable Network Visualizations: A Human-in-the-Loop Approach for Post-hoc Explainability of CNN-based Image Classification

Matteo Bianchi, Antonio De Santis, Andrea Tocchetti and Marco Brambilla
Politecnico di Milano, DEIB, I-20133 Milano, Italy
{matteo.bianchi, antonio.desantis, andrea.tocchetti, marco.brambilla}@polimi.it

Abstract

Transparency and explainability in image classification are essential for establishing trust in machine learning models and detecting biases and errors. State-of-the-art explainability methods generate saliency maps to show where a specific class is identified, without providing a detailed explanation of the model’s decision process. Striving to address such a need, we introduce a post-hoc method that explains the entire feature extraction process of a Convolutional Neural Network. These explanations include a layer-wise representation of the features the model extracts from the input. Such features are represented as saliency maps generated by clustering and merging similar feature maps, to which we associate a weight derived by generalizing Grad-CAM for the proposed methodology. To further enhance these explanations, we include a set of textual labels collected through a gamified crowdsourcing activity and processed using NLP techniques and Sentence-BERT. Finally, we show an approach to generate global explanations by aggregating labels across multiple images.

1 Introduction

In recent years, Deep Neural Networks (DNNs) have transformed the field of Artificial Intelligence by revolutionizing the way machines learn. Convolutional Neural Networks (CNNs) have emerged as the state-of-the-art for image classification tasks [Krizhevsky et al., 2012], thanks to their ability to recognize patterns and features. However, as AI models have become more powerful, their decision-making process has become increasingly complex and less transparent. As a result, the use of the term black-box has become prevalent to describe such models since only their input and output are known, while their internal workings are too intricate for humans to comprehend. This issue leads to opacity in AI decisions, a serious concern [von Eschenbach, 2021] that causes a loss of trust towards these systems [Lipton, 2016]. Furthermore, debugging black-box models is challenging without insights into how a model generates its predictions. The increasing need for transparent AI led to the rise of a research area called Explainable Artificial Intelligence (XAI).

Researchers made significant progress in developing techniques for producing explanations of AI decisions, although some limitations still need to be addressed. For image classification, these techniques mainly focus on producing saliency maps that highlight the regions of the input image contributing the most to the output. While this suggests whether the AI is looking at the “right thing”, it doesn’t explain which features guided the model into predicting the correct class.

In this article, we present an explainability framework that combines XAI with human knowledge to create both local and global explanations for any CNN classifier, without requiring any modification or performance trade-off. The main objective of our method is to offer a detailed view of the features the CNN extracts from the input image and their respective importance. We apply a layer-wise clustering algorithm to the feature maps to identify which neurons are focusing on the same region of the input image. These features are then represented as saliency maps, computed by merging similar feature maps, and a descriptive label collected through a gamified crowdsourcing application to further enhance interpretability [Szymanski et al., 2021]. The result is a layer-wise visualization of the CNN’s feature extraction process for a single input image, a local explanation we refer to as Interpretable Network Visualization (INV). Furthermore, textual labels facilitate the aggregation of multiple features across different images, which can be used for generating class-level global explanations that provide insights into how a model recognizes a particular class.

2 Background and Related Works

While there is no universal agreement on the definition of XAI, it can be defined as an “interface between humans and a decision-maker that is, at the same time, both an accurate proxy of the decision-maker and comprehensible to humans” [Arrieta et al., 2019]. In this article, we focus on post-hoc explainability, which aims at explaining the outputs of black-box models without modification or re-training [Xu et al., 2019]. The scientific literature classifies post-hoc explainability into two main categories: model-agnostic and model-specific [Guidotti et al., 2018]. Model-agnostic approaches refer to XAI methods that are independent of the underlying ML model. These methods don’t access the internal workings of a model, but instead focus on studying the input-output relationship. One of the most notable contributions
to the model-agnostic approach is Local Interpretable Model-Agnostic Explanations (LIME) [Ribeiro et al., 2016], which produces visual explanations by perturbing the input to compute the importance of different regions of the image. A similar approach is SHapley Additive exPlanations (SHAP) [Lundberg and Lee, 2017], which uses shapley values to compute the importance of each pixel of an input image.

On the other hand, model-specific approaches apply to specific categories of ML models. Concerning CNN architectures, Simonyan et al. [2013] were among the first to generate visual explanations based on the gradients of the output w.r.t. each pixel, whose importance is represented in a saliency map. A different approach, proposed by Zhou et al. [2016], extracts feature maps to generate saliency maps by substituting the fully connected layers with a Global Average Pooling (GAP) layer. The weights obtained by re-training the GAP layer represent the importance of each feature maps towards a specific class. Finally, a Class Activation Map (CAM) is obtained as the weighted sum of the feature maps. Later, Selvaraju et al. [2016] introduced a generalized version of CAM called Gradient-weighted Class Activation Mapping (Grad-CAM), which can be applied without modifying the network. The main idea behind Grad-CAM is that the weights can be computed by using a GAP operation directly on the gradients of the output for a given class w.r.t. the feature maps of the last convolutional layer. However, according to Sundararajan et al. [2017], relying solely on gradients can sometimes result in an inaccurate assessment of feature importance due to the saturation of gradients. To address this, Sundararajan et al. [2017] introduced Integrated Gradients (IG), a method that computes the contribution of each pixel by integrating the gradients along a path from a baseline (i.e., a black image) to the actual input image. Similarly to SHAP, these contributions are used to produce fine-grained saliency maps.

The main limitation of saliency methods is that their interpretation is subjective. For instance, suppose Grad-CAM highlights the region of a cat’s nose as important for the prediction “cat”. This might suggest that the network uses information about the nose to make the prediction, however, it could be using information about the texture of the fur or the presence of whiskers to make its prediction. A solution was proposed by Kim et al. [2017] with a framework named Testing with Concept Activation Vectors (TCAV). This method computes the importance of a user-defined feature for predicting a class by analyzing the network’s activations produced by a set of sample images representing that feature. For instance, one can use images of stripes to determine whether the network is using the stripes feature to recognize the zebra. This method can detect specific biases in neural networks (e.g., ethnicity-related) and can be considered complementary to saliency methods as it provides a global understanding of the model behavior, while saliency methods provide explanations for specific predictions. Both approaches can be very effective in gaining insights into AI decisions, although it has been shown they can also introduce bias in the explanations. For saliency methods, this happens when humans misinterpret why a region is highlighted due to biased assumptions. For TCAV, the bias can be introduced by the images selected for representing a feature [Tong and Kagal, 2020].

### 2.1 Human Knowledge and Explainable AI

Despite the advancements in XAI, there are still limitations in ensuring that the explanations are understandable to humans. For this reason, researchers [Wang et al., 2019; Estivill-Castro et al., 2020; Magister et al., 2021; Tocchetti and Brambilla, 2022] turned to human-in-the-loop techniques that utilize human reasoning to improve explanations of AI models. For instance, Mishra and Rzeszotarski [2021] developed a crowdsourcing method for collecting concepts for image classification explanations by asking users to outline the location of the features needed to identify a class. Later, Tocchetti et al. [2022] proposed a two-player gamified crowdsourcing activity for collecting human concepts that can be used for explainability purposes. In the proposed activity, one player is asked to guess the entity in a picture without seeing it by asking about its features through closed questions to the other player, who provides the answers and takes note of the guessed features while outlining them on the image.

Among the researchers who employed human knowledge in conjunction with XAI methods, Lu et al. [2021] proposed a game based on “Peek-a-Boom” to evaluate explanations generated by different XAI techniques. In their implementation, only a small part of an image is initially shown, starting from the region deemed the most important by a saliency method. If the player cannot guess the picture, more pixels are revealed. The number of pixels the player needs to guess correctly represents how well humans can interpret the explanation. Another approach that, instead, focuses on global explainability was introduced by Balayn et al. [2021]. They suggested augmenting saliency maps by incorporating semantic concepts through crowdsourcing annotations. The main advantage is that annotations can be aggregated to generate global explanations. Overall, these methods demonstrate the value of incorporating human knowledge in the explainability of ML models, thus foreseeing a promising direction for the field of XAI.

### 3 Interpretable Network Visualizations

Achieving a comprehensive explanation of an AI decision requires examining the entire AI decision process. In the case of CNNs for image classification, this process includes multiple feature extraction stages throughout multiple layers. For example, considering a dog’s image, one layer might identify the shape, the subsequent could extract more specific features such as ears or eyes, and the final layer could identify the dog’s head and body. Based on this idea, we propose an explainability framework, named Interpretable Network Visualization (INV), to generate local explanations in the form of a layer-wise overview of the features extracted by the network. Each column of an INV represents a layer and consists of a set of saliency maps providing a visual representation of the areas of the input image where important features were identified. Each saliency map represents a group of feature maps clustered by similarity (i.e., focusing on the same image region). The visualization also includes the relative importance of each feature w.r.t. the predicted class. In addition, saliency maps are linked to a set of crowdsourced labels that describe the highlighted features and that are intrinsically understand-
able since they are provided directly by humans. We use a set of labels instead of a single one, as feature maps may focus on a combination of features. For instance, a saliency map could highlight a person and the sky, as this combination leads the network to predict the “parachute” class rather than any of these two features individually.

An INV can be built considering all layers of a CNN or a selected subgroup of interest. The most efficient approach is to focus on deeper layers as they contain more semantic concepts since their receptive fields are bigger and they are closer to the output. In contrast, shallow layers focus on detecting less discriminative features such as basic shape information (e.g., edges and outlines) [Zeiler and Fergus, 2013]. Given a CNN trained for image classification and an input image, these are the steps to build an INV, as outlined in Figure 1:

1. **Feature Maps Analysis**: Feature maps are extracted and clustered. Clusters are merged to generate the saliency maps representing the features extracted by the CNN.

2. **Human Knowledge Collection**: Labels are collected through crowdsourcing to associate textual descriptions with the extracted features.

3. **Label Analysis**: Collected labels are processed using Sentence-BERT and other NLP techniques to identify synonyms and remove errors.

### 3.1 Feature Maps Analysis

Feature maps are extracted and associated with their class-specific weights towards the predicted class. We use the Grad-CAM algorithm to compute the weight since it is a straightforward approach applicable to all CNN architectures. We then apply a layer-wise unit normalization to the weights so that we can interpret them as a measure of relative importance. Feature maps with weights equal to or less than zero are removed. A positive weight threshold can optionally be selected to exclude feature maps with low importance, which can further optimize the clustering of important features. Such threshold depends on the number of feature maps, hence it may vary based on the network and the layer of interest. The idea behind thresholding is to remove noisy feature maps while retaining the vast majority (70-90%) of the total weight. Before clustering, we perform min-max normalization and dimensionality reduction. For the latter, we use a combination of two techniques: Principal Component Analysis (PCA) [Maćkiewicz and Ratajczak, 1993] and t-distributed Stochastic Neighbor Embedding (t-SNE) [van der Maaten and Hinton, 2008]. More specifically, we apply PCA to reduce the number of dimensions to a reasonable amount (30-50) before using t-SNE.

Subsequently, we apply Agglomerative Hierarchical Clustering for each layer of the network, using the Euclidean distance and ward-linkage. This clustering algorithm is more suitable for our problem than density-based and centroid-based approaches as the former removes noisy points that could be important in our analysis while the latter performs better under specific assumptions (e.g., spherical distribution of variables) that are unlikely to be verified. Additionally, hierarchical clustering allows choosing the number of clusters. This is important because this value should not be overwhelmingly high as the ultimate objective is to produce human-understandable explanations. Generating too many clusters can also be problematic during the labeling phase as it would require a substantial number of participants. For these reasons, a reasonable number of clusters (e.g., from 3 to 8) must be set based on model size, availability of crowdsourcing resources, and human comprehensibility. Furthermore, the optimal number of clusters can differ for each layer as it depends on the number of features a convolution layer extracts in the input images, which can’t be known beforehand. Therefore, we used the average silhouette score (i.e., a measure of cohesion and separation of clusters) to select the optimal number of clusters for a given input image and layer.

Once the clustering process is complete, each cluster’s feature maps are merged using a weighted average. This produces saliency maps, which we refer to as cluster maps, representing an entire cluster of feature maps. Each cluster map is assigned a weight that defines its importance towards the predicted class. This value is computed by summing the weights of all feature maps belonging to that cluster. More formally, these weights are derived from the Grad-CAM equation (1), which applies to any layer. Considering \( n \) clusters, by grouping the terms \( w_j A^j \) that correspond to feature maps belonging
to a specific cluster $C_i$, we get,
\[
L_{Grad-CAM} = \sum_\frac{w_k A^k}{A_C^i} = \sum_\frac{w_j A^j}{A_C^i} (1)
\]
From (1), we can factor out the sum of the weights to obtain,
\[
\sum_{i=1}^n \left( \sum_{j \in C_i} \frac{w_j A^j}{A_C^i} \right) = \sum_{i=1}^n w_{C_i} A_C^i (2)
\]
The term $w_{C_i}$ represents the cluster weight, multiplied by a term $A_{C_i}$, that is the cluster map obtained through the weighted average. When using this method to compute the weights, the Grad-CAM map can still be derived by merging cluster maps. Hence, they can be seen as condensed feature maps. After obtaining a set of cluster maps for every layer and their corresponding weight, we can optionally choose a threshold to exclude cluster maps with low overall weight.

### 3.2 Human Knowledge Collection
This step aims to collect labels describing the features highlighted in each cluster map. To ensure these labels are human-understandable and unbiased, they are obtained through a crowdsourcing activity. This enables associating visual explanations with concepts that are familiar to and interpretable by humans. Before describing the crowdsourcing activity, we must address the content to be provided to participants when labeling cluster maps. The general approach to obtain an interpretable visualization of a feature map is to generate an overlay between the input image and the feature map after up-scaling, blurring, and color mapping. However, directly labeling these overlays has a problem: if humans know the image’s subject, they will most likely lose focus on the highlighted areas. Hence, the labels might not accurately describe the highlighted features. For example, a cluster map highlighting a portion of grass on a soccer field may be labeled as “soccer field” instead of “grass”. Although the label “soccer field” is acceptable, “grass” is more detailed and describes only the highlighted area. Hence, we hide non-highlighted portions to prevent such behaviors. This is achieved by computing a mask (i.e., a binary image) that defines which pixels to show. Then, a masked image is obtained by overlaying a blurred mask on top of the input image (refer to Figure 2).

For collecting the labels, we employ a gamified crowdsourcing activity since we want participants to observe and analyze features to guess the correct class. Similarly to what a neural network does. Additionally, gamification can significantly increase engagement, leading participants to put more effort into their responses, resulting in higher-quality labels [Morschheuser et al., 2016]. The actual activity consists of a custom web-based game called Deep Reveal (whose process is reported in Figure 2) in which users are presented with the masked image of a cluster map for which they are required to guess the class from a subset of the model’s classes chosen at random, and then explain the discerning factors that led to their decision. We avoid deterministic approaches to select the subset, such as considering the prediction confidences, as this may introduce bias and lead to recognizable patterns for users. Similarly to Peek-a-Boom [Lu et al., 2021], users can obtain hints by gradually increasing the displayed area. Such a mechanism is implemented by using multiple masked images with a gradually increasing percentile. Users can increase the displayed area up to five times (i.e., generating five additional masks), after which the game gives them the option to resign. Once users select an option, the game prompts them to specify which features helped them guess the class. These inputs are then used as labels for the cluster maps. We ask participants to guess the image before labeling to focus their attention on the most discriminative features. To avoid introducing biases, players should not be provided with a list of labels to choose from. This prevents users from inferring something they would not have otherwise seen if provided with multiple options. Furthermore, we implemented a scoring system and a leaderboard to increase engagement and competition. In particular, the more users reveal the image, the fewer points they earn for each game. Additionally, the game includes a set of screening masked images, allowing to filter out data from untrustworthy users.

### 3.3 Label Analysis
The collected data may contain errors and impurities (e.g., long phrases, synonyms, stop-words, misspelled words) since users are allowed to insert multi-word labels freely. To address these issues, we initially split the labels based on the
guessed class and remove the class name from the labels, as it does not provide any valuable information and could potentially lead to information loss. For instance, an NLP technique might consider the labels “ear of the dog” and “dog paws” as similar sentences despite referring to different features. Subsequently, we convert these labels into word embeddings using all-mnem-base-v2, a Sentence-BERT model [Reimers and Gurevych, 2019]. Following this, we perform Agglomerative Clustering using cosine similarity, complete-linkage, and the average silhouette score to select the optimal number of clusters. Then, we use cosine similarity to map these clusters to a single-word label by identifying the word that is the nearest to the cluster’s embeddings, from all words within the cluster (excluding stop-words). Finally, groups represented by labels with the same lemma are unified.

The next step is to heuristically assign a score to each label to evaluate which ones most accurately describe the cluster map. This score is calculated as the label frequency minus a penalty of 0.1 for each hint used by players who assigned that label. When a label is provided only by users who guessed the image wrongly, its score counts only as one-fourth since they have a higher probability of being imprecise. Furthermore, two or more cluster maps may represent the same feature and could be labeled similarly. This can happen due to imperfections in the feature maps’ clustering process or because the same feature is present in different image regions. To address this, we perform a layer-wise merge of clusters with the same top labels, as they focus on the same feature. The cluster maps are merged through a weighted average and by summing their weights. The labels’ scores are also combined through a weighted average. Finally, the INV of an image can be generated by organizing its cluster maps together with their weights and labels into a layer-wise visualization.

4 Experiment Setup

We designed an image classification model based on the standard VGG-16 architecture initialized with the ImageNet weights. We trained the model using the Imagenette dataset, a subset of ImageNet consisting of ten classes. In our experiment, we considered a set of 50 predictions, consisting of five correctly classified images per class, and extracted the feature maps for the last nine convolutional layers, as shallower ones primarily focus on less discriminative features such as shapes, edges, and outlines. We applied two thresholding steps, as described in previous sections. The first occurs before clustering, removing feature maps with a low weight. The second one is applied after clustering, removing clusters with low total weight using a heuristic formula (3).

\[ th = \max(\max(\text{weights})/3, \text{avg}(\text{weights})/2) \]  

(3)

The results of thresholding and clustering are presented in Table 1. The proportion of removed feature maps was significantly higher in deeper layers, while the total weight left over was relatively constant. This suggests that the weights are more condensed in deeper layers, allowing the aggregation of more relevant information in fewer clusters. Finally, we merged the feature maps of each cluster, resulting in a total of 1954 cluster maps to be labeled. For the labeling phase, we implemented Deep Reveal and shared it with 210 participants, the majority of which were computer engineering students with various cultural backgrounds. We allowed them to insert labels both in Italian and English. For this reason, we performed a translation step before processing the labels, which was done using DeepL API, with the guessed class as a translation context.

5 Results and Discussion

We conclude by presenting the results of applying the INV framework. We discuss the INVs obtained from the experiment and compare them with state-of-the-art XAI techniques. Subsequently, we propose a method to aggregate features extracted through INVs across various images to produce class-level global explanations. All results for both the INVs and global explanations are available in our GitHub repository.

5.1 INVs Evaluation

Following the INV structure, we organized the cluster maps into layers, displaying their weight and top three labels. Figure 3 shows an INV for an image of class “church”. In this case, the prediction was determined by the features “steeple”, “cross”, and “roof”, with the former being the most important. As the layers get deeper, the focus on these features increases, which is an expected behavior since they are the most discriminative ones. Furthermore, it can be observed that shallower layers interpret the same features differently than deeper ones, placing more emphasis on their shape and outlines. This is particularly noticeable for “roof” and “steeple” in the provided example.

Although INVs provide detailed visualizations of the features extracted by the network, they also have limitations. In particular, labels may not always describe the cluster map precisely since they are provided by humans who are trying to guess the class, especially for less discriminative features (e.g., in Figure 3, the second cluster map of layer

<table>
<thead>
<tr>
<th>layer name</th>
<th>fmaps threshold</th>
<th>leftover clusters</th>
<th>leftover fmaps</th>
<th>leftover weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>block3_conv1</td>
<td>&lt;0.35%</td>
<td>4.3</td>
<td>52.7%</td>
<td>70.2%</td>
</tr>
<tr>
<td>block3_conv2</td>
<td>&lt;0.35%</td>
<td>4.4</td>
<td>51.4%</td>
<td>68.6%</td>
</tr>
<tr>
<td>block3_conv3</td>
<td>&lt;0.35%</td>
<td>4.8</td>
<td>46.2%</td>
<td>65.2%</td>
</tr>
<tr>
<td>block4_conv1</td>
<td>&lt;0.175%</td>
<td>4.2</td>
<td>46.5%</td>
<td>71.9%</td>
</tr>
<tr>
<td>block4_conv2</td>
<td>&lt;0.175%</td>
<td>4.8</td>
<td>44.9%</td>
<td>72.1%</td>
</tr>
<tr>
<td>block4_conv3</td>
<td>&lt;0.175%</td>
<td>5.2</td>
<td>35.9%</td>
<td>72.6%</td>
</tr>
<tr>
<td>block5_conv1</td>
<td>&lt;0.175%</td>
<td>4.6</td>
<td>30.4%</td>
<td>73.8%</td>
</tr>
<tr>
<td>block5_conv2</td>
<td>&lt;0.175%</td>
<td>3.6</td>
<td>25.4%</td>
<td>72.5%</td>
</tr>
<tr>
<td>block5_conv3</td>
<td>&lt;0.175%</td>
<td>3.3</td>
<td>14.6%</td>
<td>78.4%</td>
</tr>
</tbody>
</table>

Table 1: The table presents the results of thresholding and clustering, with the threshold being lower in deeper layers due to the presence of twice as many feature maps. The values for leftover clusters, feature maps (fmaps), and weight are averaged across all images.
Figure 3: An INV for an image of the class “church”. The most important feature for this prediction was “steeple”. However, it can be observed that other elements, such as “cross” and “roof” also contributed to the classification.

block5_conv1 is focusing on “sky”, more than “steeple” or “cross”). Another limitation is derived from the application of NLP techniques to automate the process of Label Analysis. This is because humans can use words with different meanings to refer to the same visual entity (e.g., “logo” and “brand”) and even robust models like Sentence-BERT might not account for such instances. For example, when examining Figure 3, one can notice that in the final layer of the INV, the labels “cross” and “crucifix” are distinct, despite being more reasonable to combine them into a single label since they represent the same visual entity. A similar situation is observed with “tower” and “steeple” in earlier layers.

Comparative Analysis with Human Subjects

We conducted a survey aimed at comparing INVs with state-of-the-art local XAI methods to objectively assess the results derived from our experiment. For this comparison, we chose Grad-CAM, LIME, and SHAP. Specifically, we used SHAP’s Gradient Explainer implementation, which uses Expected Gradients [Erion et al., 2019], an extension of Integrated Gradients, to estimate Shapley values. We also incorporated a simplified version of INV that only includes the final layer and a single label per cluster map. For each XAI method, we provided participants with a brief description of the technique, along with four instances of explanations generated on our CNN, each from a different class. We utilized the same images for all methods, which were randomly selected from the pool of 50 images used in the experiment. Regarding the survey questions, we followed the approach proposed by Aechtner et al. [2022]. We evaluated the following five aspects on a 7-point Likert scale: understand-ability, usefulness, trustworthiness, informativeness, and satisfaction. We also asked the participants to specify whether they have a background in AI or not. The questionnaire was completed by 165 participants, of which 71% had a background in AI. Concerning the results shown in Table 2, a trend is noticeable where SHAP and LIME consistently underperformed compared to INVs and Grad-CAM. Although our methods performed well in all aspects, a t-test revealed a significant difference (p-value < 0.05) only in the scores of INV against all other methods in terms of informativeness. The simplified version of INV also outperformed state-of-the-art methods significantly. However, for other aspects, there was no statistical difference between INV, simplified INV, and Grad-CAM. This implies that our methods are superior in informativeness while being at least equal in other aspects.

5.2 Towards Global Explanations

Labeled cluster maps have the advantage of allowing the aggregation of local explanations into global ones. While our research primarily focuses on INVs as a local explainability technique, we propose a method for merging features from multiple images to produce class-level global explanations, intending to describe how the network generally recognizes a class. To create these global explanations, we aggregate the highest-scoring labels from all images within a class and a selected layer. Each label is assigned a weight as an indicator of feature importance, calculated as the average of the weights from the cluster maps for which it was the highest-scoring label. The visualization also includes cluster map examples for each feature whose label score was the highest. An example of a global explanation is shown in Figure 4, considering the...
The NASA-TLX [Hart and Staveland, 1988]. The final SUS score was 80.9/100, corresponding to a percentile ranking of 80.0, which is considered somewhat high (the lower the score, the better) [Prabaswari et al., 2019], suggesting that Deep Reveal still has room for improvement in workload aspects, more than in usability. One interpretation could be that guessing and labeling pictures require effort since they are not easy tasks. Additionally, a significant amount of feedback underlined that some masked images were disproportionately more difficult to guess than others. This can be attributed to the fact that not all cluster maps focus on discriminative regions. A takeaway for future implementations is to design games with a more balanced difficulty, which could be achieved by revealing a slightly bigger portion of the image if the weight of the corresponding cluster map is low. Another approach could be introducing different difficulty levels based on the cluster map weight. This idea derives from users using slightly fewer hints when playing with more important cluster maps. Users also noted that it was sometimes challenging to assign labels to features they were unfamiliar with or didn’t know the names of. This emphasizes the importance of including expert users with adequate knowledge about the classified entities, otherwise the explanations may become oversimplified. However, over-relying on experts may lead to an overestimation of the network’s specificity.
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