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Abstract

Graph Transformers (GTs) have significantly advanced the field of graph representation learning by overcoming the limitations of message-passing graph neural networks (GNNs) and demonstrating promising performance and expressive power. However, the quadratic complexity of self-attention mechanism in GTs has limited their scalability, and previous approaches to address this issue often suffer from expressiveness degradation or lack of versatility. To address this issue, we propose AnchorGT, a novel attention architecture for GTs with global receptive field and almost linear complexity, which serves as a flexible building block to improve the scalability of a wide range of GT models. Inspired by anchor-based GNNs, we employ structurally important \( k \)-dominating node set as anchors and design an attention mechanism that focuses on the relationship between individual nodes and anchors, while retaining the global receptive field for all nodes. With its intuitive design, AnchorGT can easily replace the attention module in various GT models with different network architectures and structural encodings, resulting in reduced computational overhead without sacrificing performance. In addition, we theoretically prove that AnchorGT attention can be strictly more expressive than Weisfeiler-Lehman test, showing its superiority in representing graph structures. Our experiments on three state-of-the-art GT models demonstrate that their AnchorGT variants can achieve better results while being faster and significantly more memory efficient.

1 Introduction

Transformer\textsuperscript{1} [Vaswani et al., 2017] has become the dominant universal neural architecture for natural language processing and computer vision due to its powerful self-attention mechanism. Its success has sparked interest in adapting Transformer for use in graph machine learning [Ying et al., 2021; Rampášek et al., 2022]. While Graph Neural Networks (GNNs) have limitations such as over-smoothing and neighbor explosion in the message-passing paradigm, the promising performance of Transformer-based approaches in graph machine learning has led researchers to investigate their potential use in a wider range of scenarios.

However, the application of Transformer in large-scale graph machine learning is often limited by the \( O(N^2) \) complexity of the self-attention mechanism, where \( N \) is the number of nodes in the input graph. To address this computational bottleneck, previous approaches have typically employed two strategies: restricting the receptive field of nodes through techniques such as sampling [Zhang et al., 2022], or applying linear attention methods directly to graph Transformer [Rampášek et al., 2022]. However, both of these approaches have inherent flaws. The first strategy sacrifices the key element of self-attention - global receptive field - which reduces the model’s ability to capture global graph structure and may ignore graph structural information with simple sampling methods. The second approach, while maintaining the global attention mechanism, is incompatible with the common relative structural encoding in graph Transformer (as the approximate step bypasses computation of the full attention matrix, will be discussed later), significantly reducing the model’s ability to learn graph structure. As a result, current approaches to improving the scalability of graph Transformer sacrifice global receptive field or structural expressivity to some extent and still require improvement.

To address these issues, we draw inspiration from anchor-based graph neural networks [You et al., 2019] and propose AnchorGT, a novel attention architecture for graph Transformers with almost linear complexity, high flexibility, and strong expressive power. Previous anchor-based graph neural networks often use a randomly sampled set of anchor nodes as a tool for GNNs to capture the global relative positions of nodes in a graph. In our approach, we select a set of \( k \)-dominating set nodes, which are nodes that can be quickly computed and are structurally important, as the anchor set to support the learning and propagation of broad-area information in the graph structure. Based on these anchors, our redesigned attention mechanism allows each node to attend to both its neighbors and the anchor nodes in the global context, effectively reducing computational complexity while retaining the fundamental characteristics of the attention mech-
anism. With the $k$-dominating set anchors and the new attention mechanism, AnchorGT layer achieves almost linear complexity, has global receptive field for each node, and is compatible with many structural encodings and graph Transformer methods. Moreover, we theoretically prove that the AnchorGT layer with structural encoding that satisfies certain conditions is strictly more expressive than graph neural network based on Weisfeiler-Lehman test, further demonstrating the superiority of our method.

In experiments, we replaced the attention mechanism module of three state-of-the-art graph transformer methods with anchor-based attention and tested their performance and scalability on both graph-level and node-level datasets. The results show that the AnchorGT variants of these methods have significantly reduced memory consumption and training time while maintaining excellent performance, proving that AnchorGT can effectively improve the scalability of graph Transformers without sacrificing performance. We summarize the contribution of this paper as follows:

- We propose AnchorGT, a novel attention architecture for graph Transformers as a flexible building block to improve the scalability of a wide range of graph Transformer models.
- In AnchorGT, we propose a novel approach of using $k$-dominating set anchors to efficiently propagate global graph information, and design a new attention mechanism that combines local and global information based on the anchor method. AnchorGT has almost linear complexity and global receptive field, and can be integrated with a wide range of existing graph Transformer methods.
- Theoretically, we prove that AnchorGT layer can be strictly more expressive than WL-GNNs with certain structural encoding.
- In experiments, the AnchorGT variants of three state-of-the-art graph Transformer models achieved competitive performance on both graph-level and node-level tasks, with significantly improved scalability.

2 Related Work

2.1 Graph Transformer

Along with the recent surge of Transformer, many prior works have attempted to bring Transformer architecture to the graph domain, including GT [Dwivedi and Bresson, 2020], GROVER [Rong et al., 2020], Graphormer [Ying et al., 2021], SAN [Kreuzer et al., 2021], SAT [Chen et al., 2022], ANS-GT [Zhang et al., 2022], GraphGPS [Rampášek et al., 2022], GRPE [Park et al., 2022], EGT [Hussain et al., 2022], NodeFormer [Wu et al., ], GOAT [Kong et al., 2023], [Müller et al., 2023] is an complete survey of graph Transformers. GT [Dwivedi and Bresson, 2020] provides a generalization of Transformer architecture for graphs with modifications like using Laplacian eigenvectors as positional encodings and adding edge feature representation to the model. GROVER [Rong et al., 2020] is a molecular large-scale pre-train model that applies Transformer to node embeddings calculated by GNN layers. Graphormer [Ying et al., 2021] proposes an enhanced Transformer with centrality, spatial and edge encodings, and achieves state-of-the-art performance on many molecular graph representation learning benchmarks. SAN [Kreuzer et al., 2021] presents a learned positional encoding that cooperates with full Laplacian spectrum to learn the position of each node in the graph. Gophormer [Zhao et al., 2021] applies structural-enhanced Transformer to sampled ego-graphs to improve node classification performance and scalability. SAT [Chen et al., 2022] studies the question of how to encode structural information to Transformers and proposes the Structure-Aware-Transformer to generate position-aware information for graph data. ANS-GT [Zhang et al., 2022] proposes an adaptive sampling strategy to effectively scale up graph Transformer to large graphs. GraphGPS [Rampášek et al., 2022] proposes a general, powerful and scalable architecture for building graph Transformers and use the fast attention method to improve scalability. GOAT [Kong et al., 2023] proposes a global graph Transformer architecture with excellent performance and efficiency. NodeFormer [Wu et al., ] introduces a novel all-pair message passing scheme for efficiently propagating node signals between arbitrary nodes based on the Gumbel-Softmax operator.

2.2 Anchor-based Graph Neural Network

Anchor-based Graph Neural Network is first proposed by P-GNN [You et al., 2019]. To generate position-aware node embeddings that captures the positional information of nodes within the global context, P-GNN proposes to incorporate distance information from the target node to a set of randomly sampled anchor nodes in the whole graph during the representation generation process. Following P-GNN, AS-GNN [Dong et al., 2021] proposes the MVC algorithm, utilizing complex network theory, to select structurally important nodes based on subgraph partitioning as anchor nodes to enhance the performance of GNN representations of graph structure, instead of random selection. IDGL [Chen et al., 2020b] proposes an graph learning framework for jointly and iteratively learning graph structure and graph embedding with anchor-based approximation technique to reduce computational complexity. A-GNN [Liu et al., 2020] selects anchors through greedy algorithm with the minimum point cover algorithm, and learns a non-linear aggregation scheme to incorporate the anchor-based structural information into message-passing scheme. Previous anchor-based graph neural network methods have explored various ways of incorporating anchor information to improve graph neural networks, and our work is the first to apply anchor-based methods to graph Transformer, resulting in an efficient and flexible new graph Transformer framework.

3 Proposed Approach

In this section, we will describe the overall architecture of the model, including definition of anchor sets and the anchor-based attention module.

Notations Let $G = (V, E)$ denote a graph, where $V = \{v_1, v_2, \ldots, v_n\}$ is the node set that consists of $n$ vertices and $E \subset V \times V$ is the edge set. For $v, u \in V$, let $SPD(v, u)$ be
the shortest path distance between \( v \) and \( u \) in \( G \). For node \( v \in V \), let \( N(v) = \{ v' : v' \in V, (v, v') \in E \} \) denote the set of its neighbors, and let \( N_k(v) = \{ u : u \in V, \text{SPD}(v, u) \leq k \} \) be the \( k \)-hop neighborhood of \( v \). Let each node \( v_i \) be associated with a feature vector \( x_i \in \mathbb{R}^F \) where \( F \) is the hidden dimension, and let \( X = [x_1, x_2, \ldots, x_n]^{\top} \in \mathbb{R}^{n \times F} \) denote the feature matrix.

### 3.1 \( k \)-Dominating Set Anchor

In graphs, nodes and edges often possess unique structural positions, where some nodes occupy central positions in the overall structure (such as hub nodes in social network graphs [Wasserman et al., 1994] and key carbon atoms in molecular graphs), while others are situated in peripheral locations. Studies on complex network dynamics [Chen et al., 2012] have also demonstrated that certain key nodes and edges in real-world graphs often possess higher information propagation probabilities than other nodes, and these nodes generally contain more significant global structural information. Therefore, we can select a subset of nodes that possess key structural information as anchors, making them an efficient medium for conveying global information in the graph.

In the proposed AnchorGT, we choose the \( k \)-dominating set (\( k \)-DS) as the anchor set, as this type of anchor set can be calculated with approximate linear complexity and has structural significance. For a \( k \)-DS anchor set \( S \), any node \( v \in V \) is an anchor node or there exists an anchor \( u \in S \) such that \( \text{SPD}(v, u) \leq k \). Formally, the \( k \)-dominating set is a classical concept in graph theory, defined as follows:

**Definition 3.1** (\( k \)-dominating set). For graph \( G = (V, E) \), its \( k \)-dominating set \( S \) is a subset of \( V \) such that for any \( v \in V \), there exists \( u \in S \) satisfying \( \text{SPD}(v, u) \leq k \).

In order to compute the \( k \)-dominating set, we follow previous studies [Nguyen et al., 2020] and adopt an approximate linear complexity greedy algorithm. The specific steps of the algorithm are described in Algorithm 1 in appendix. This algorithm first assigns labels to all nodes in the graph, and repeatedly selects the labeled node with the highest degree from the graph and adds it to the anchor set, while removing labels from its \( k \)-hop neighborhood, until all nodes are unlabeled. The complexity of degree sorting is \( O(N \log N) \). The algorithm performs at most \( N \) iterations with at most \( n_k \) queries of the adjacency matrix in each iteration, where \( n_k \) is the maximum number of \( k \)-hop neighborhood nodes. Therefore, the overall complexity of the algorithm is \( O(N \log N + n_k) \), which is an approximate linear complexity with respect to \( N \) since \( \log N \ll N \) and \( n_k \ll N \). In the experiment, the time required to compute the 2-DS of the ogbn-products dataset with over 3 million nodes is less than 20 minutes, which is negligible compared to the training time of the network and demonstrates that the computational complexity of this part is completely acceptable. The \( k \)-dominating set \( S \) possesses a key property - the union of the \( k \)-hop neighborhoods of all nodes in the set results in the complete node set \( V \), which will be crucial for our model to achieve global perception.

### 3.2 Anchor-based Attention

In the following, we will describe the proposed anchor-based attention mechanism. In this method, each node will perform attention calculation on both its \( k \)-hop neighbors and all anchor nodes, to achieve the goal of reducing complexity and maintaining global receptive field. Specifically, for every \( v \in V \) with representation \( h_v \), its AnchorGT self-attention computation follows the following scheme:

\[
q_v = P_Q(h_v),
\]

\[
\{u \in R(v) : \}

\[
k_u = P_K(h_u), v_u = P_V(h_u),
\]

\[
\alpha_{v,u} = \text{softmax}_{u \in R(v)}(\frac{q_v^{\top} k_u}{\sqrt{d}} + F(SE(v, u))),
\]

where \( P_Q, P_K, P_V \) are learnable linear projection functions for query, key, value vectors, \( F \) is the transform function on structural encodings (e.g. table embedding or linear transform), and \( R(v) \) is the receptive field of \( v \) which we will use to control the scope of attention mechanism. \( SE(v, u) \) is the structural encoding of node pair \((v, u)\) to inject structural information into self-attention. The output representation is

\[
h_v = \sum_{u \in R(v)} \alpha_{v,u} v_u.
\]

Then in anchor-based attention, with \( k \)-DS anchor set \( S \), the receptive field of nodes is defined as

\[
R(v) = N_k(v) \cup S.
\]
The above definition constitutes our proposed Anchor-based attention mechanism in the AnchorGT framework, which is independent of specific structural encoding and can easily be extended to multi-head attention scenarios. It can be seamlessly incorporated into various graph Transformer networks to replace the original attention mechanism. As all the $k$-hop neighbors of the anchor points cover the entire node set, we can conclude that after more than one rounds of attention computation, every node has a global receptive field. Moreover, assuming $N$ is the size of the anchor set $S$, we can easily infer that the computational complexity of the model is $O(N(n_k + A))$. Since $n_k \ll N$ and $A \ll N$ (which we will prove by numbers in Section 5.4), the complexity of Anchor-based attention is also nearly linear. As a result, our proposed model is theoretically more scalable than previous methods with $O(N^2)$ attention mechanism, and it has been shown by experiments to result in significantly lower GPU memory usage and less training time. We primarily utilized the torch.sparse.spmatrix function from PyTorch package to implement the proposed anchor-based attention module.

**Structural Encoding** The vanilla self-attention mechanism is ignorant of the graph structure, so it is necessary to incorporate structural encoding to learn graph structural information. Common methods include absolute structural encoding (including node degree [Ying et al., 2021], Laplacian eigenvectors [Kreuzer et al., 2021]) and relative structural encoding (including shortest path length and transition probability [Rampášek et al., 2022]). Our model is not dependent on a specific structural encoding definition. In experiments, we adopt the shortest path structural (SPD) encoding [Ying et al., 2021], which is simple and effective, and can be calculated in linear time. In subsequent theoretical analysis, we will also prove that this encoding makes the model have stronger expressive power than graph neural networks.

**Anchor-based Attention with Sampling-based Graph Transformers** In the previous paragraphs, we describe the anchor-based attention mechanism in graph Transformer models based on the entire graph. This type of model typically processes multiple small-scale graphs (such as molecular graphs) in batches and predicts node or graph labels, like Graphormer [Ying et al., 2021] and GraphGPS [Rampášek et al., 2022] described in the original papers. However, large-scale graph data exists in the real world, which generally involves node-level or edge-level tasks and is mostly trained using sampling-based training methods, like ANS-GT [Zhang et al., 2022]. In sampling-based training, each training batch samples smaller sub-graph that can be accommodated by the GPU memory from the global large graph, and then the model calculates the node or edge representations on the sub-graph. We can see that our method is also applicable to this type of graph Transformer. Our model only needs to pre-calculate the anchor set of the entire graph, then add the subset of the graph anchor set in the sampled sub-graph to each batch during training.

## 4 Expressiveness of AnchorGT

Previous results have demonstrated that graph Transformers may possess stronger expressive power than GNNs, and our model can be considered as a simplified one with randomness. Therefore, a natural question arises: can we provide similar theoretical guarantees for the proposed AnchorGT model? In the following section, we will give a affirmative answer to this question - as long as structural encodings that satisfy certain conditions (such as SPD) are utilized, our model can have strictly stronger expressive power than GNNs. In this section, we consider a simple AnchorGT model built by stacked Transformer layers with AnchorGT attention and a global readout function (like mean in GNNs).

Considering that the graph structure information in graph Transformer models is entirely provided by the structural encoding function, we must first impose certain requirements on these structural encodings to ensure a lower bound on the model’s expressive power. We first define the **neighbor-distinguishable** structural encoding:

**Definition 4.1** (Neighbor-Distinguishable Structural Encoding). In $G = (V,E)$, a relative structural encoding function $SE(\cdot, \cdot) : V \times V \to \mathbb{R}^d$ is neighbor-distinguishable if a mapping $f : \mathbb{R}^d \to \{0,1\}$ exists such that for $v \in V$ and $u \in R(v)$, $f(SE(v,u)) = 1$ if $(v,u) \in E$, and $f(SE(v,u)) = 0$ if $(v,u) \notin E$.

For example, the shortest-path-distance structural encoding is neighbor-distinguishable since two nodes are adjacent if their SPD is 1. Using the similar method previously outlined in the literature [Ying et al., 2021] to simplify graph Transformer models into GNN models, we can easily prove the following conclusion:

**Fact 1.** For any two graphs $G_1$ and $G_2$ that can be distinguished by a message-passing GNN model, there exists a set of model parameters such that the AnchorGT model with neighbor-distinguishable encoding can distinguish them.

Noting that the aggregation function and global readout function in GNNs can both be expressed by graph Transformer, the proof of the above conclusion is intuitive. We provide a detailed proof in the appendix. The above conclusion demonstrates that as long as there is a neighbor-distinguishable encoding, the AnchorGT model’s expressive power is not weaker than GNNs. However, what we are most concerned with is: Does AnchorGT allow the graph Transformer to surpass the expressiveness of GNNs? To answer this question, we first provide the definition of **anchor-distinguishable** structural encoding:

**Definition 4.2** (Anchor-Distinguishable Structural Encoding). In $G = (V,E)$ with $k$-DS anchor $S \subset V$, a relative structural encoding function $SE(\cdot, \cdot) : V \times V \to \mathbb{R}^d$ is anchor-distinguishable if a mapping $f : \mathbb{R}^d \to \{0,1\}$ exists such that for $v \in V$ and $u \in R(v)$, $f(SE(v,u)) = 1$ if $u \in S$ and $u \notin N_k(v)$, and $f(SE(v,u)) = 0$ otherwise.

Anchor-distinguishable structural encodings allow the model to access structural information from anchors outside the neighborhood, which is crucial for expressive power. The **SPD encoding is anchor-distinguishable** for any $k$, because the SPD encoding only produces results $\geq k$ for anchor nodes.
outside of $k$-neighbors. We prove the following result (detailed proof in appendix):

**Fact 2.** There exist graphs $G_1$ and $G_2$ that cannot be distinguished by message-passing GNNs, but can be distinguished by AnchorGT model with 1-DS anchors and structural encoding that is both neighbor-distinguishable and anchor-distinguishable.

The above conclusion theoretically proves that as long as the structural encoding is neighbor-and-anchor-distinguishable (like SPD we use), our AnchorGT model can have strictly stronger expressive power than GNNs; this expressive power comes from the combination of the anchor method and strong structural encoding. Interestingly, under the SPD structural encoding, AnchorGT model can be seen as a simplified version of Graphormer, but can still distinguish $G_1$ and $G_2$ (Figure 4 in Appendix) which serve as an example to prove that Graphormer has an expressive ability superior to GNNs [Ying et al., 2021]. Therefore, the AnchorGT method allows attention mechanism to maintain low complexity while maintaining the expressive power advantage of Graph Transformer compared to GNNs.

## 5 Experiments

In experiments, we test the proposed AnchorGT method on three graph Transformer models and both graph-level and node-level benchmarks. We show that the AnchorGT variants of graph Transformer models can achieve the same performance level as the original models while being significantly more efficient.

### 5.1 Datasets and Experimental Settings

In graph representation learning experiments, we select 7 datasets: ogb-PCQM4M-v2 from ogb-lsc [Hu et al., 2020; Hu et al., 2021], QM9 and QM8 from MoleculeNet [Wu et al., 2018], LRGB-Peptides-struct and LRGB-Peptides- func from LRGB datasets [Dwivedi et al., 2022], and CLUSTER [Dwivedi et al., 2020]. In node representation learning experiments, we select 4 datasets: Citeseer, Pubmed [Kipf and Welling, 2016], ogbn-arxiv and ogbn-products [Hu et al., 2020]. For datasets with pre-defined splits (ogb datasets, LRGB datasets, CLUSTER), we adopt the predefined splits. For datasets without pre-defined splits, we adopt a 8:1:1 train:validation:test random split for graph-level datasets (QM9 and QM8) and a 2:2:6 random split for node-level datasets (Citeseer and Pubmed). For QM9 and QM8, we follow the guidelines in MoleculeNet [Wu et al., 2018] for choosing regression tasks and metrics. We perform joint training on 12 tasks for QM9 and 16 tasks for QM8.

We compare our method against (1) GNNs include GCN [Kipf and Welling, 2016], GCNII [Chen et al., 2020a], GAT [Veličković et al., 2017], GIN (GINE) [Xu et al., 2018; Hu et al., 2019], GatedGCN [Bresson and Laurent, 2017] and APPNP [Klicpera et al., 2018]; (2) graph transformers include GT [Dwivedi and Bresson, 2020], SAN [Kreuzer et al., 2021], Gophormer [Zhao et al., 2021], SAT [Chen et al., 2022], GraphGPS [Rampášek et al., 2022] and ANS-GT [Zhang et al., 2022]. Most of the baseline results are cited from their original papers, except for the results on QM9 and QM8 dataset and results of SAT on LRGB datasets. The more detailed settings for baselines are listed in the appendix. All our experiments are performed on one NVIDIA RTX 4090 GPU.

### 5.2 AnchorGT Achieves Full Attention Performance

First, we analyze how the AnchorGT attention affects the performances of graph Transformer models on both graph-level and node-level benchmarks. We select two important graph Transformer models for graph representation learning: Graphormer [Ying et al., 2021] and GraphGPS [Rampášek et al., 2022], and build their AnchorGT variants. Graphormer generally improves the basic graph Transformer with three kinds of structural encodings: centrality encoding, spatial encoding and edge encoding. Fortunately, the above three types of encodings can be realized within the framework of our anchor-based attention mechanism, so we directly constructed Graphormer-AnchorGT as the AnchorGT variant of Graphormer. Meanwhile, the GraphGPS architecture includes structural encoding, a local message passing module implemented by GNN, and a global attention mechanism module implemented by Transformer network. The global attention module adopts the standard Transformer structure or other linear Transformers, thus we can easily replace it with the anchor-based attention mechanism to construct GraphGPS-AnchorGT, the basic AnchorGT variant of GraphGPS. Additionally, considering the lack of relative structural encoding in Transformer networks of GraphGPS, we construct GraphGPS-AnchorGT-SPD as an enhanced version of GraphGPS-AnchorGT with SPD relative structural encoding to study the effect of structural encodings. For node-level tasks, we selected ANS-GT [Zhang et al., 2022], which achieves state-of-the-art and enhances the performance of graph Transformers in node-level tasks through novel sampling and attention methods. The Transformer component of ANS-GT is similar to that of Graphormer, with only a few specific requirements (we need to set the center node of each sampling as the anchor node). Therefore, we built the ANS-GT-AnchorGT model based on the previous approach. For all models, we adopt configurations specified in the original papers, and conduct a hyperparameter search on some training parameters (e.g., learning rate, batch size) to obtain the optimal configuration of AnchorGT models. We set $k=2$ for all AnchorGT models.

We summarize the results in Table 1, 2 and 4. For Graphormer and GraphGPS, the inclusion of anchor-based attention results in generally improved performance on some datasets. And for GraphGPS, SPD structure encoding improves the model’s structural expressivity and boosts performance, resulting in slightly better performance on five datasets for the GraphGPS-AnchorGT-SPD model compared to the GraphGPS. This corresponds to our theoretical analysis in Section 4, that the expressive power of graph Transformer blocks can be improved by adding structural encodings, and AnchorGT layers with SPD are theoretically more powerful than GNN and naive Transformer layers. And for node-level tasks with ANS-GT, AncorGT also results in performance improvements, which can be attributed to the fact
that anchor-based attention can reduce long-range noises in large graphs.

5.3 AnchorGT is Fast and Memory Efficient

Next, we investigate AnchorGT’s ability to improve model efficiency, in terms of both GPU memory utilization during training and time of each training epoch. To run a standardized benchmark and avoid structural noises in real-world
datasets, we construct a synthetic random graph dataset to characterize the efficiency of the model. We generate a training dataset consisting of 100 Erdos-Renyi random graphs, where the probability of an edge is 0.0001 (approximately reflecting the sparsity density of real-world graph datasets), and the number of nodes in each graph is controlled by a parameter \( n \). A GraphGPS model consisting of only an input feature encoder and Transformer units with a hidden layer dimension of 128 and 5 Transformer blocks with 4 attention heads is constructed as the baseline. The batch size is set to 10. The anchorGT version of the model is kept consistent and \( k \) is set to 2. After warm-up, we measure the peak memory utilization using the built-in `get_summary` function of `pytorch.cuda` and calculate the time of each training epoch.

We plot the results in Figure 2. As shown in the figure, the standard Transformer model’s memory consumption exhibits a quadratic increase with the increasing number of graph size, limiting the scalability of the model. However, our AnchorGT model’s memory consumption exhibits near-linear growth, maintaining low memory consumption as the graph size increases, reducing memory consumption by about 60% compared to the baseline model. Therefore, our approach of saving memory consumption without sacrificing performance is meaningful for graph Transformer models. For training time, due to the extra computation introduced by the anchor method, AnchorGT saves around 10 – 30% of the time compared to the original model. In summary, this synthetic test well demonstrates that AnchorGT is fast and memory efficient.

### 5.4 Effect of \( k \)

Finally, we study a key parameter \( k \) in the model, which determines the size of the neighborhood covered by the anchor points. Generally speaking, the larger \( k \) is, the larger the coverage range of each anchor point, and the fewer the total number of anchor points. Specifically, the theoretical complexity of the model is \( O(N(n_k + A)) \), where \( n_k \) increases with the increase of \( k \), but \( A \) decreases. Thus, the influence of parameter \( k \) on the computational complexity and performance of the model is complex. In Table 3, we present the number of anchors for the QM9 and ogbn-products datasets, and in Figure 3 we plot the relative memory usage and performance of the GraphGPS-AnchorGT-SPD model on the QM9 dataset under different \( k \) values. As depicted in Figure 3, the value of \( k \) has an impact on both the performance and complexity of the model, and the model exhibits the best performance and efficiency when \( k = 2 \). In general, we found the following conclusions in experiments: \( k = 1 \) is not a good choice, which will lead to too many anchor points, increase the complexity of the model, and reduce performance; when \( k \geq 3 \), the \( k \)-hop neighborhood of each node is also too large and this will hurt performance and efficiency. So in general, taking \( k = 2 \) can achieve good performance and complexity at most circumstances.

| Dataset  | \( N \)   | \( E \)   | avg. degree | \( |A(k=1)| \)   | \( |A(k=2)| \)   | \( |A(k=3)| \)   | \( |A(k=4)| \)   |
|----------|---------|---------|-------------|----------------|----------------|----------------|----------------|
| QM9      | 2449029 | 121318152 | 25.2        | OOM            | 80970          | 60079          | 50436          |
| ogbn-products | 18.03 | 18.66 | 1.03 | 6.8             | 3.5            | 2.25           | 1.55           |

Table 3: Statistics and number of anchors under different \( k \) values of qm9 and ogbn-products dataset.

| Dataset  | \( N \)   | \( E \)   | avg. degree | \( |A(k=1)| \)   | \( |A(k=2)| \)   | \( |A(k=3)| \)   | \( |A(k=4)| \)   |
|----------|---------|---------|-------------|----------------|----------------|----------------|----------------|
| QM9      | 2449029 | 121318152 | 25.2        | OOM            | 80970          | 60079          | 50436          |
| ogbn-products | 18.03 | 18.66 | 1.03 | 6.8             | 3.5            | 2.25           | 1.55           |

Table 4: Results of node representation learning benchmarks.

![Figure 3: Relative Performance and Memory Cost (%) of GraphGPS-AnchorGT-SPD on qm9 dataset. The settings stay the same with Table 2.](image)

6 Conclusion

In our study, we have presented AnchorGT, a highly efficient and adaptable attention architecture for graph Transformers. AnchorGT’s versatility enables it to seamlessly integrate with a variety of graph Transformers, thereby significantly enhancing the scalability of the model, all while maintaining optimal performance levels.
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