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Abstract

In the context of the increasingly globalised economy and labour market, recruitment agencies face the challenge to deal with a magnitude of job offers and job applications written in a variety of languages, formats, and styles. Quite often, this leads to a suboptimal evaluation of the CVs of job seekers with respect to their relevance to a job offer. To address this challenge, we propose an interactive system that follows the “human-in-the-loop” approach, actively involving recruiters in the job offer – applicant CV matching. The system uses a fine-tuned state-of-the-art classification model that aligns job seeker CVs with labels of the European Skills, Competences, Qualifications and Occupations taxonomy to propose an initial match between job offers with the CVs of job candidates. This match is refined in sequential LLM-driven interaction with the recruiter, which culminates in CV relevance scores and reports that justify them.

1 Introduction

Globalization of the economy is paired with the globalization of the labour market, in which employers publish their job offers and job seekers pursue opportunities not only locally, but also internationally, across countries and even continents. This leads to a great variety of languages, formats, levels of detail as well as to an inconsistent use of terms and skill descriptions in job offers and job applications alike. Under these circumstances, the work of the recruiting and employment agencies becomes a challenge. Most of them use either the European Skills, Competences, Qualifications and Occupations (ESCO) taxonomy,\textsuperscript{1} or its US equivalent O*Net\textsuperscript{2} to align job offers with job applications. Proposals on automatic alignment of job offers with job applications also draw upon ESCO or O*Net [Colucci et al., 2003; Zhang et al., 2024; Clavié and Souli’e, 2023]. However, tree-like taxonomies such as ESCO or O*Net do not distinguish between different flavours of an occupation. For instance, depending on the field of application (stock market analysis, education evaluation campaign, etc.), the profile of the occupation ‘data analyst’ might look rather differently, and so will do the corresponding job offers.

To address this challenge and improve the accuracy of the match between job offers and the CVs of job seekers,\textsuperscript{3} we advance the research in the area in two directions. Firstly, we fine-tune the state-of-the-art ESCO\textsubscript{XLM-R+} model for the classification of job seeker CVs with respect to the ESCO taxonomy [Kavas et al., 2023] on a dataset containing English and Spanish job offers and job seeker CVs in order to identify candidates whose CVs are relevant to the ESCO occupation label(s) mentioned in the job offer under consideration. From the filtered CVs, the mentions of the available skills and competencies are extracted using [Nguyen et al., 2024]'s Large Language Model (LLM)-based Skill Extraction. Secondly, we implement the Manual Correction System (MCS) [Cai et al., 2023] for further CV filtering and match correction by involving the expert recruiters into the job offer – candidate CV matching procedure: The recruiter can mark via an interactive interface the relevance of each of the extracted skills and competencies and thus indicate the prioritization of each skill or competence. Subsequently, two-step Mixtral LLM-based [Jiang et al., 2024] interactions evaluate candidates based on the relevant skills / competencies and recruiter comments, assigning relevance scores to each candidate. Lastly, another Mixtral LLM interaction within this sequential chain utilizes these scores to generate a summary report.

2 Related Work

Applicant Tracking Systems (ATSs) are used by recruiters to manage job applications. ATSs vary in their capabilities, each focusing on different aspects of recruitment, such as application tracking, candidate evaluation, and engagement throughout the hiring process [Koh et al., 2023].

Some ATSs provide comprehensive reporting and analytics, whose outcome is fed into recruitment strategies. Integration with other Human Resources technologies is also a key feature since it enables seamless workflows across different recruitment tools. Others focus on Candidate Relationship Management, enhancing communication with appli-
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\textsuperscript{1}https://esco.ec.europa.eu/en/classification
\textsuperscript{2}https://www.onetonline.org/

---

\textsuperscript{3}For a demonstration of our system, consult https://youtu.be/Gom5hr8umf8.
cants, while others allow for customization and development in order to tailor the recruitment process and enhance employer branding, which involves promoting a company as an employer of choice to prospective hires. Examples of commercial ATSs are [Dover, 2023; HireVue, 2023; Lever, 2023; Greenhouse, 2023], and [Workable, 2023].

AI technologies are also increasingly used for recruitment. They include the use of generative models for job recommendations and generation of personalized CVs for improved job matching. Thus, [Zheng et al., 2023] and [Zinjad et al., 2024] focus on generating job descriptions from candidates’ CVs and tailoring CVs to specific job offers, respectively. Techniques like data augmentation and contrastive learning by [Yu et al., 2024] and synthetic job posting generation by [Magron et al., 2024] further refine the matching process. Additionally, advancements in skill extraction and entity linking, as proposed by [Nguyen et al., 2024] respectively [Zhang et al., 2024] support the alignment of skills with job requirements, indirectly enhancing matching accuracy.

3 Our Approach

Our system utilizes the Mistral 8x7B LLM [Jiang et al., 2024] from mistral.ai for its demonstrated ability to outperform previous models including GPT-3.5 Turbo, Claude-2.1, Gemini Pro, and Llama 2 70B - chat model on human benchmarks. The Mistral model is deployed using an Ollama Docker image, facilitating local operation and easy deployment across various environments. The entire application is designed to run on hardware equipped with an NVIDIA RTX 3090Ti GPU. The backend is developed in Python with FastAPI, and is also containerized in Docker for modularity and ease of maintenance. The frontend leverages React with TypeScript, styled using Tailwind CSS, and is similarly containerized. In what follows, we describe the methodology and the realization of the individual modules of our system.

3.1 Selecting the Right Classifier

To address the problem of multilingual classification of job offers and job seeker CVs, we explored the use of multilingual embeddings and of the state-of-the-art multilingual classification model ESCOXLM-R+ [Kavas et al., 2023]. We observed that when fine-tuned on an English-Spanish dataset (see Section 3.2 below), the ESCOXLM-R+ model achieves a superior performance. Table 1 compares the performance of two types of multilingual embeddings (GTE-base embeddings [Li et al., 2023] and Multilingual e5-large embeddings [Wang et al., 2024a]) against the fine-tuned ESCOXLM-R+ model, using Recall@5 as metric. The test datasets consist of 27,002 English documents from the same Kaggle dataset referenced in [Kavas et al., 2023], and 28,629 Spanish documents, sourced from the InfoJobs database. The classification labels employed in our analysis are derived from the ESCO taxonomy. The performance is evaluated on datasets from InfoJobs in Spanish and Kaggle in English.

3.2 Job Offer–Candidate CV Matching

In accordance with the outcome of the above analysis, we integrated the ESCOXLM-R+ model into our system; see Figure 1. To ensure that recruiters are presented with CVs that are most relevant to the job offer in question, we fine-tune the multilingual ESCOXLM-R+ model to systematically classify English, Spanish, or Catalan CVs and the job offer written in English with respect to the ESCO-taxonomy. For this purpose, we curated a training dataset comprising 63,161 documents in English and 50,521 in Spanish. For the fine-tuning procedure, we adopted a configuration of 10 epochs and a batch size of 8, utilizing the AdamW optimizer with a learning rate of 2e-5. Consistent with the referenced methodology, our training regimen included a warm-up phase, integral to the learning rate scheduling.

Each CV may contain several occupation experiences of the job seeker. Therefore, each of these experiences is classified by the fine-tuned ESCOXLM-R+ model with respect to the ESCO-taxonomy. The outcome of the ESCOXLM-R+ classification are ESCO occupation labels, tagged with the matching probability of a candidate experience / the job offer. The matching probability of an experience is aggregated to the job offer based on the relevance of their experiences, which quantifies how long the experience dates back, to a relevance weight of this experience, which is then abstracted which. This is represented by a binary function

\[ w_j = \begin{cases} 1 & \text{if } E_{ij} \text{ aligns with any } J_k \in \mathcal{J}, \text{ and } 0 \text{ otherwise.} \\ 0 & \text{otherwise.} \end{cases} \]

Each experience \( E_{ij} \) within \( CV_i \) is classified using the multilingual ESCOXLM-R+ model to determine its alignment with any of the job offer’s assigned occupation labels \( J_k \). This is represented by a binary function \( I(E_{ij}, J_k) \), which is ‘1’ if \( E_{ij} \) aligns with any \( J_k \in \mathcal{J} \), and ‘0’ otherwise. Each experience \( E_{ij} \) mentioned in a job seeker’s CV is

<table>
<thead>
<tr>
<th>Model</th>
<th>InfoJobs Spanish</th>
<th>Kaggle English</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTE-base embeddings</td>
<td>0.18</td>
<td>0.86</td>
</tr>
<tr>
<td>Multilingual e5-large embeddings</td>
<td>0.32</td>
<td>0.89</td>
</tr>
<tr>
<td>ESCOXLM-R+</td>
<td>0.95</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 1: Model Performance Evaluation using Recall@5
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4https://mistral.ai/
5https://github.com/ollama/ollama
6https://www.infojobs.com/

Figure 1: Matching process
assessed with respect to its relevance to the requirements in the job offer. The relevance is expressed by a weight \( W(E_{ij}) \), calculated as a function of the experience’s duration and recency and the normalized probability \( P(E_{ij}, J_k) \) assigned by the multilingual ESCOXLM-R+ model:

\[
W(E_{ij}) = f(\text{duration}(E_{ij}), \text{recentness}(E_{ij})) \cdot P(E_{ij}, J_k)
\]

where \( f \) represents the averaging function, encapsulating the importance of the experience’s duration and its temporal proximity to the present, and \( P(E_{ij}, J_k) \) adjusts the weight based on the model’s confidence in the experience’s relevance to the job classification.

The cumulative score \( S(CV_i) \) for each CV is the sum of the weights of all experiences that are relevant to the job offer, expressed as:

\[
S(CV_i) = \sum_{j=1}^{m} W(E_{ij}) \cdot I(E_{ij}, J)
\]

This score represents the overall relevance of CV to the job offer, aggregating the weighted relevance of individual experiences that match the job’s requirements.

Based on \( S(CV_i) \), a matching score is assigned to each CV as follows:

- **No Match**: If \( S(CV_i) < T_{low} \).
- **Mid Match**: If \( T_{low} \leq S(CV_i) < T_{High Match} \).
- **High**: If \( S(CV_i) \geq T_{high} \).

where \( T_{low} = 25\% \) and \( T_{high} = 75\% \) are predefined thresholds that delineate the categories of ‘No match’, ‘Mid(dle relevance)’, and ‘High (relevance)’, respectively.

### 3.3 Skill Extraction and Candidate Evaluation

To evaluate and score candidate CVs based on required qualifications in the job offer, we utilize a sequential LLM chain consisting of four steps. 1. building on [Nguyen et al., 2024]’s study, we employ in-context learning to extract skills and competencies from job descriptions, exploiting few-shot learning capabilities of the Mixtral LLM through five examples. Specifically, we adopt the extraction-style technique described in [Nguyen et al., 2024], which allows the extraction of skills with longer sentence length. 2. The extracted skills and competencies are then presented to recruiters via an interactive interface, which not only displays the extracted information, but also allows recruiters to label any skill or competency as “irrelevant” and to add specific comments for each of them. 3. Another Mixtral LLM utilizes the recruiter’s feedback to assess each candidate’s suitability for the offer in view of their background, experience, and skills. This assessment includes the LLM’s evaluation of the alignment between the candidate’s skills and the job requirements, taking into account the importance and relevance of each skill as annotated by recruiters. If a recruiter designates any skill as irrelevant, that particular skill is subsequently omitted from the evaluation process. 4. Finally, the same LLM assigns scores to each candidate’s CVs, considering both the extracted skills and the recruiters’ annotations. Scores range from 1 to 10, calculated to reflect each candidate’s suitability and the recruiter’s preferences, as illustrated in Figure 2.

To ensure accuracy and reduce potential bias in the evaluation, the scoring process is repeated 3 times for each candidate, with the final score being an average of these iterations.

#### 3.4 Retrieval Augmented Generation

To provide the Mixtral LLM with domain-specific information and to mitigate hallucinations in the course of the assessment of the the experiences mentioned in candidate CVs, we employ the Retrieval Augmented Generation (RAG) method [Lewis et al., 2020], which combines an information retrieval component with a generative model. Utilizing a vector store generated through the multilingual embeddings model [Wang et al., 2024b], we encode 3015 distinct occupation definitions extracted from the ESCO taxonomy as retrieval context for the Mixtral LLM. We use sequential LLM interactions to conduct a comprehensive evaluation of the descriptions and related skills of each experience in a two-stage process. In the initial chain, the Mixtral LLM assesses the candidate’s experiences and provides analyses, utilizing the vectorized ESCO definitions as a knowledge base. Subsequently, in the second chain, another Mixtral LLM conducts a comparative analysis. It generates a summary for each experience and integrates relevant job offer descriptions into the report for direct comparison. The final report provides a conclusive analysis of how well the candidate’s experiences align with the requirements outlined in the job offers.

### 4 Summary and Future Work

We presented an advanced LLM-based system for optimized interactive job offer – job seeker CV matching. In the future, we plan to continue to experiment with fine-tuned LLMs and class embeddings for multilingual job offer / CV classification.
Ethical Statement

We acknowledge the potential for hallucination and bias in generative models utilized within recruitment processes, as noted by [Koh et al., 2023]. To mitigate these concerns, we have opted not to assign numerical scores to candidates directly. Instead, our approach involves multiple calls to a language model with the purpose to diminish system bias, along with the implementation of Retrieval Augmented Generation (RAG) techniques that shall help reduce the risk of hallucination. Furthermore, the system prompts that guide the Mixtral LLM are designed to ensure that any negative aspects noted in user profiles are based strictly on verifiable data, adopting an observation-based narrative rather than inferential conclusions. Importantly, the feedback procedure embedded within our system ensures that the model adjusts to the distinct requirements of each user. This adaptability reflects personal preferences, distinguishing it from systemic bias and under-scoring its role in personalizing the evaluation process.
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