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Abstract

In contemporary society, the integration of artificial intelligence (AI) systems into various aspects of daily life raises significant ethical concerns. One critical aspect is to ensure that AI systems align with the moral values of the end-users. To that end, we introduce the Contextual Moral Value Alignment System, ComVas. Unlike traditional AI systems which have moral values predefined, ComVas empowers users to dynamically select and customize the desired moral values thereby guiding the system’s decision-making process. Through a user-friendly interface, individuals can specify their preferred morals, allowing the system to steer the model’s responses and actions accordingly. ComVas utilizes advanced natural language processing techniques to engage with the users in a meaningful dialogue, understanding their preferences, and reasoning about moral dilemmas in diverse contexts. This demo article showcases the functionality of ComVas, illustrating its potential to foster ethical decision-making in AI systems while respecting individual autonomy and promoting user-centric design principles.

1 Introduction

In an increasingly interconnected world, the alignment of values and intentions among individuals and groups has never been more critical [Sun et al., 2024; Rodriguez-Soto et al., 2024]. Value alignment refers to the process of ensuring that the goals and behaviors of AI systems are consistent with human values, preferences, and ethical principles [Ji et al., 2023; Hendrycks et al., 2020]. Achieving value alignment is crucial to mitigate potential risks and involves designing AI systems that prioritize human values such as fairness, safety and transparency [Gabriel, 2020; Brown et al., 2021].

In this demo, we present a system that addresses the problem of Contextual Moral Value Alignment, which extends the concept of value alignment by taking into account the context-dependent nature of ethical considerations in AI systems. Ethical principles and values vary across different contexts and cultures; such values are often ambiguous leading to various trade-offs. ComVas allows users to resolve this ambiguity by adapting to the context and offering responses that respect diverse moral viewpoints.

Our proposed demo facilitates users with a unique opportunity to interact with and explore different moral values within a given context. Users are presented with a range of moral values that are relevant to the particular scenario under consideration. These values could include moral concepts such as honesty, fairness, compassion, justice, among others, depending on the nature of the discussion or decision at hand.

Through an intuitive interface, users can carefully review and evaluate each of these moral values. They can select one or more values that resonate most strongly with their personal beliefs, principles, and ethical perspectives. This empowers users to assert their individual moral agency and actively shape the moral framework guiding the system’s responses. Once the user has made their selection, the system generates a tailored response based on the chosen moral values. This response reflects the user’s ethical preferences and provides guidance or feedback that aligns with their moral standpoint.

Additionally, the system generates five alternative responses, each based on a different moral value or combination of values. This allows users to compare and contrast various moral perspectives, fostering deeper reflection and understanding of various ethical considerations.

Overall, ComVas facilitates user engagement with values and encourages critical-thinking and ethical reasoning. By offering personalized responses and alternative viewpoints, the system promotes ethical awareness to users enabling them to take informed decisions in complex moral situations.

2 Analytical Framework

The overall goal is to demonstrate the capability of a system that generates responses to user queries while considering various moral values, ultimately providing responses that align with the user’s moral profile. We describe here the various components of the system, illustrated in Figure 1.

Datasets: This component involves a dataset consisting of pairs of feature representations associated with specific actions and corresponding moral values (from predefined categories of moral judgments) provided by individuals. The goal is to learn a mapping function that can predict moral values for new actions based on patterns learned from the dataset.

Reward Models: Multiple classifiers are trained, each corresponding to a moral value (e.g. fairness). These classifiers,
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referred to as reward models, evaluate the output of a large language model (LLM) according to how well it aligns with each moral value, providing a score between 0 and 1.

**Moral Agents:** These are the moral LLMs that are trained to maximize expected rewards given by the reward models, effectively aligning their outputs with specific moral values through reinforcement learning fine-tuning (RLFT).

**Moral Profile:** A profile represents an individual’s moral values or principles in a structured form, often as a vector. This vector encodes the degree to which the individual adheres to certain moral principles or values.

**Contextual Aggregator:** This component utilizes LLMs that takes as input a user request, the moral profile of the user, and responses from multiple moral agents. The model aggregates these responses based on the moral profile, aiming to provide an answer that aligns with the user’s moral values. It consists of a decoder-only architecture that processes input texts and moral context features first, then generates output text from this input prompt. The model parameters are learned by minimizing a cross-entropy loss function.

## 3 Implementation Details

The first phase of the ComVas framework starts by learning a Moral Agent for each of the five moral values under consideration. We begin with an initial pre-trained LLM which, in our case, is Open Assistant 12B [Köpf et al., 2023]. Reinforcement learning was then used to fine-tune this initial LLM independently according to each of the different reward models resulting in five different Moral Agents. The PPO implementation in TRL was used to do training [von Werra et al., 2020], with a batch size of 256 episodes (i.e., answers to training questions, where sampled answers were generated with a token maximum length between 30-40), 4 optimization epochs per batch, and a learning rate of $2 \times 10^{-9}$. Early stopping was used instead of a KL penalty coefficient, i.e., after each pass through the training dataset of MIC questions (which has a total of 28,160 questions), we manually checked for deterioration in the English of the model answers due to the model departing too much from the initial pre-trained LLM. The training set was divided into 110 batches of size 256. For all the trained Moral Agents, we observed this particular deterioration after the second epoch. Therefore, our final model checkpoint was retrained after 220 PPO training steps, i.e., after a total of 880 weight updates (each PPO training step consisted of 4 weight updates computed over the batch of model responses sampled at that step). It took $\approx$ 2 hours to fine-tune each Moral Agent using 5 A100 80GB GPUs (4 for the learned model and 1 for the reference and reward models).

## 4 Performance Evaluation

We present results for our system on the Moral Integrity Corpus (MIC) [Ziems et al., 2022]. MIC provides moral annotations on prompt-reply pairs. It was derived from the Social Chemistry (SocialChem) dataset [Forbes et al., 2020] and has annotations along five moral foundations (or values). These five values are care-harm, fairness-cheating, loyalty-betrayal, authority-subversion, and sanctity-degradation.

We compare our algorithm against four different methods. The first is an Open-Assistant [Köpf et al., 2023] pre-trained LLM that we refer to as PT-model. The next two methods are based on prompting significantly strong aligned models: Llama-2-13b-chat-hf and Llama-2-7b-chat-hf. Note that both these have undergone fine-tuning to perform safe dialogue. We include the definitions of the desired morals as a preamble, as well as 5 in-context demonstrations (i.e., pairs of question and answer) per desired moral taken from the MIC (test) data. The final prompt is used to generate a response that follows the defined moral values. We refer to these methods as Llama-13b and Llama-7b in the article. The final method, Agg13Llama, also prompts the Llama-2-13b-chat-hf but with a twist. Morals are again defined, as part of the preamble, but the examples are the results of passing the user question through the corresponding learned Moral Agents. The final prompt to the model seeks to aggregate these answers.

We evaluated our models according to recall-driven four ROUGE metrics: ROUGE-1, ROUGE-2, ROUGE-L, ROUGE-Lsum [Lin, 2004]. These metrics are widely used to compare the similarity of generated text to human reference(s). Figure 2 shows that our method has the highest overall ROUGE score, indicating better alignment with human values compared to other models. PT-model and Llama variants have similar ROUGE scores, but under-perform in comparison to our algorithm. Llama-7b and Llama-13 per-
form similar or worse than PT-model, while Agg13Llama has the lowest ROUGE scores among all models, suggesting relatively poorer performance in value alignment.

5 Demonstration System

ComVas is an interactive web-based system (see Figures 3 and 4) that exhibits the capabilities of our algorithm. We use open-sourced framework Gradio [Abid et al., 2019] to generate visual interface for our system.

To begin, users are provided with self-explanatory components on how to utilize the system. They are then guided to provide their prompt. In addition, an user can set their moral profile for the session using options from five moral values. These definitions, inspired from [Ziems et al., 2022], are as follows: (1) **Care**: wanting someone or something to be safe, healthy, and happy, (2) **Fairness**: wanting to see individuals or groups treated equally or equitably, (3) **Loyalty**: wanting unity and seeing people keep promises or obligations to an in-group, (4) **Authority**: wanting to respect social roles, duties, privacy, peace, and order, (5) **Sanctity**: wanting people and things to be pure, innocent, and holy.

After setting their moral profile, and providing the prompt, the user clicks on “Generate” to obtain responses from different sections of the interface. One primary answer and seven alternative responses are then generated. The different components in the interface are as follows:

**Aggregated Response**: Provides a response to the user according to the selected moral values from the aligned model.

**Base Model**: Provides responses that are generated without consideration of the specified moral values. The user can choose a model from the list of models provided in the list.

**Base Model (value prompting)**: This is similar to the above setup except we prepend the selected morals definitions, as preamble [Sun et al., 2023], to the final prompt.

**Moral Agents**: This section provides responses aligned with single moral values. These responses offer greater explainability; each model focuses on a distinct moral perspective.

5.1 Example

Here, we provide an worked example where an user, with a moral profile, enters a specific prompt:

**User Prompt**: My girlfriend threatened to kill herself if I broke up with her this evening. What should I do?

**User Moral Profile**: The user selects Care and Fairness.

The user is then shown the Aggregated Response and various alternatives such as from the Moral Agents:

**Aggregated Response**: Respect your girlfriend’s right to make decisions about her own life, including expressing her feelings and concerns. Additionally, suggest seeking guidance from a neutral third party, such as a therapist or mediator, who can help facilitate a balanced conversation about the situation. This approach respects individual autonomy while promoting fairness and support in resolving the issue.

**Moral Agent (aligned with care)**: Even if you believe her threat is a manipulation tactic, it’s crucial to approach it with care and concern for her well-being. Threats of self-harm should always be taken seriously.

**Moral Agent (aligned with fairness)**: Suggest seeking guidance from a neutral third party, such as a therapist or mediator, who can help facilitate a fair and balanced conversation about the situation. This can provide both of you with additional support and perspective.

Above example illustrates that our proposed system offers personalized responses. Taken together, the user is provided with transparent reasoning behind its aggregated response.

6 Conclusion

We offer a practical demonstration of the potential of ComVas, to enhance the effectiveness of Contextual Moral Value alignment, marking a significant step towards ethical decision-making in AI systems. By empowering users to select the moral values guiding the system’s responses, we promote individual autonomy and personal agency in moral reasoning. Through the demo, users can engage with a diverse range of moral perspectives, fostering deeper reflection and understanding of ethical considerations. The system’s ability to generate tailored responses based on user-selected values, alongside alternative perspectives, encourages critical thinking and promotes ethical awareness. Moving forward, this work paves the way for the development of AI systems that not only align with user preferences, but also contribute to a more ethically informed society.
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